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Abstract—Most emotional support conversations (ESCs) cur-
rently rely on text-based interfaces, which may not be user-
friendly, especially for individuals with visual impairments or
those who struggle with reading and writing. Thus, we present a
personalized voice-based ESC system powered by large language
models (LLMs). It can analyze emotional status from vocal user
inputs, which provides deep insights that text-based methods
cannot, enabling the LLM-driven chatbot to offer more tailored
and effective emotional support to its users. Our code is available
at https://github.com/xinghua-qu/speech emotion recognition

Index Terms—Mental Healthcare, Voice-based Emotional Sup-
port Conversation, Large Language Models, AI for Social Good

I. INTRODUCTION

Mental health concerns have intensified due to increased

rates of mental illnesses. It was revealed that the prevalence is

20% for depression, 35% for anxiety and 53% for stress in a

combined study population of 113,285 individuals from Dec

2019 to Jun 2020 [1]. These factors affect everyday life quality,

underscoring the need for efficient and reachable mental health

support (MHS) systems, e.g., emotional support conversations

(ESCs), to mitigate the risk of mental health issues.

Recently, the breakthrough made by large language models

(LLMs) has spurred their extensive integration across diverse

domains [2], [3], without mental healthcare (e.g., ESCs) being

an exception [4]. Despite the success, most ESCs use text-

based interfaces, which are less user-friendly and present

challenges for users with visual impairments or limited reading

and writing abilities. Contrarily, we posit that the emotional

status derived from user voice input can markedly enhance the

efficacy of response generation in LLMs. Although prior stud-

ies [5] disclose that fusing emotional stimuli into user prompts

can augment LLM performance, they primarily focused on

emotional stimuli embedded within textual information. We

argue that a more direct and potent avenue for capturing human

emotional context lies in voice-based inputs, which can offer a

richer and more nuanced source of emotional data for LLMs.

To validate this, we design a Speech Emotion Recognition

(SER) model, seamlessly amalgamated with a frozen Whisper

encoder, for the streamlined extraction of vocal characteris-

tics. It synergistically converges with specialized downstream

transformer layers, meticulously fine-tuned for classification

tasks. Our model exhibits an exceptional accuracy rate (95%),

a substantial enhancement over SOTAs’ accuracy (85%) as

documented on Hugging Face, showcasing the efficacy of

vocal data integration into LLMs for more effective ESCs.

II. RELATED WORKS

Early methods for MHS have applied the psychological

theory of empathy, e.g., affective empathy [4]. Later, some

works attempt to provide emotional support in interactions [6]

to improve users’ mental state. To further free users from

emotional distress, positive emotion elicitation has been stud-

ied [7]. Recent studies have adopted LLMs in the medical

domain [8] thanks to their prowess in a spectrum of healthcare

tasks [9], [10]. With the prevalence of stress-related concerns,

MHS, particularly focusing on emotional well-being, has gar-

nered significant attention within the research community. For

instance, Liu et al. [11] design task-adaptive tokenization to

enhance long-form text generation efficacy in MHS. Zheng et

al. [12] use LLMs for dialogue augmentation in the task of

ESCs. Despite the success of traditional methods and LLMs

for MHS, most ESCs primarily use text-based interfaces,

which are less user-friendly and might present challenges

for users with visual impairments or limited reading and

writing abilities. In contrast, we introduce a personalized

voice-based ESC, which extracts nuanced contextual cues,

e.g., sentiment, age, and gender, from voice inputs, capturing

insights inaccessible through text-based input.

III. THE PROPOSED FRAMEWORK

Our SER system employs a pretraining and fine-tuning

paradigm, using a Whisper encoder as the pre-trained base.

During fine-tuning, it is augmented with two additional Trans-

former layers, followed by a classification projection layer to

enhance its ability to discern emotional nuances in speech.

The OpenAI Whisper model [13] is engineered to transcribe

speech across multiple languages, employing a novel approach

termed ‘large-scale weak supervision’. This paradigm diverges

from the conventional supervised learning framework, which

predominantly depends on extensively annotated datasets, by

utilizing an expansive corpus of data accompanied by ‘weak’

or imprecise labels. In our research, we exclusively harness

the Whisper encoder for deriving audio representations. These

representations are then employed for classification tasks. A

pivotal aspect of the Whisper model is its resilience to a

spectrum of speech attributes, encompassing diverse accents,
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Fig. 1. The network structure of SER-Whisper model.

ambient noise interference, and varying audio fidelity. We posit

that these robust representations will substantially augment the

downstream emotion classification tasks.

The training architecture is depicted in Figure 1. It incorpo-

rates two convolutional 1D (Conv1D) layers, succeeded by

transformer layers (highlighted in blue), adapted from the

OpenAI Whisper model and maintained in a frozen state.

Our fine-tuning process concentrates on the subsequent two

transformer layers and the projection layer, which are opti-

mized to predict the target variable y′. The model receives

speech input x, with the aim of identifying the corresponding

emotional state, denoted as y. The training employs a cross-

entropy loss function. Optimization is achieved through the

Adam optimizer, configured with a learning rate of 0.000025

and a decay rate of 1 ·10−7. To cater to diverse computational

and performance needs, we offer the model in five different

scales: tiny, base, small, medium, large, large-v2 and large-v3.

IV. EXPERIMENTS AND ANALYSIS

We adopt the dataset of Ryerson Audio-Visual Database of

Emotional Speech and Song (RAVDESS) [14] for evluation.

RAVDESS comprises 7,356 audio files, aggregating to a total

size of 24.8 GB. It features (a) 24 professional actors (12

female and 12 male), who perform two lexically-matched

statements in a neutral North American accent; and (b) a range

of expressed emotions, including calm, happiness, sadness,

anger, fear, surprise, and disgust, each articulated in two levels

of emotional intensity: normal and strong, along with a neutral

expression. We exclusively employ the audio component of

RAVDESS, re-sampling it to 16,000 Hz to maintain consis-

tency with the Whisper model’s settings.

The experimental results are shown in Table I. In gen-

eral, our SER-Whisper models outperform all baselines sig-

nificantly. In particular, across all variants from ‘tiny’ to

‘large-v3’, they consistently achieve promising accuracy, with

SER-Whisper-medium and its subsequent versions attaining

an impressive 94.44%. This is a notable improvement over

the runner-up model, XLSR-Wav2Vec2 with an accuracy of

86.7%. The key to this performance disparity is the use of pre-

training, which all SER-Whisper models employ, in contrast to

some of the lower-performing methods like IAF and ERANN.

This underscores the efficacy of pretraining in enhancing

model accuracy. The evolution of SER-Whisper models, from

‘tiny’ to ‘large-v3’, further demonstrates a significant advance-

ment in model architecture and optimization. These findings

not only establish the dominance of SER-Whisper models in

SER but also open up new avenues for future research in AI,

TABLE I
THE RESULTS COMPARISON ON SPEECH EMOTION RECOGNITION.

Method Accuracy Is Pretrained

XLSR-Wav2Vec2 [15] 86.7% Yes
IAF [16] 81.58% No
CNN+biLSTM [17] 80.08% Yes
ERANN [18] 74.8% No
SER-Whisper-tiny 83.83% Yes
SER-Whisper-base 88.89% Yes
SER-Whisper-small 88.89% Yes
SER-Whisper-medium 94.44% Yes
SER-Whisper-large 94.44% Yes
SER-Whisper-large-v2 94.44% Yes
SER-Whisper-large-v3 94.44% Yes

particularly in refining model architectures and exploring their

practical applications in real-world scenarios.

V. CONCLUSION

We present a novel SER model, termed SER-Whisper,

which is predicated on the Whisper architecture and is de-

signed to augment LLMs in facilitating ESC. Our empirical

results demonstrate that SER-Whisper achieves a significant

performance enhancement over SOTA models in the domain

of SER. In the future, we plan to extend SER-Whisper to

distill more contextual cues, e.g., age and gender, from the

voice inputs for more personalized ESC.
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