Cost-Sensitive Distribution Alignment for Improving Automated Medical Diagnosis Using Retinal Fundus Photography
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Abstract—Domain adaptation (DA) has emerged as a promising approach to address the domain shift problem in deep learning for automated medical diagnosis. However, current approaches often overlook the imbalanced nature of different categories and primarily focus on aligning the distributions of the source and target domains globally. This oversight leads to suboptimal performance on imbalanced target datasets, as the alignment process becomes dominated by the majority class during adaptation. To tackle this limitation, this paper proposes a novel domain adaptation method called cost-sensitive distribution alignment (CSDA), which aims to enhance deep learning performance on target data. The proposed approach involves collecting a limited-sized dataset from the target domain and utilising CSDA to bridge the domain gap between the source and target domains. Specifically, to address class imbalance, cost-sensitive learning is incorporated into the distribution alignment process, giving more emphasis to the misalignment cost associated with minority class samples. More importantly, CSDA aligns the cross-domain projection distribution in the feature space with the ideal geometric distribution derived from the ground-truth labels. Unlike existing methods that directly minimise or employ adversarial learning to reduce the distribution discrepancy between the source and target domains, our proposed CSDA method focuses on minimising the semantic relationship misalignment among cross-domain samples. Experimental results on the detection of high myopia and myopic macular degeneration (MMD) demonstrate the superiority of CSDA over state-of-the-art methods. The results provide empirical evidence of CSDA’s efficacy in enhancing automated medical diagnosis.

Index Terms—Domain adaptation, distribution alignment, medical image analysis, retinal fundus photography

I. INTRODUCTION

Vision, as the primary means of perceiving the world, is essential in all facets of life. Regrettably, eye conditions and vision impairment are prevalent and pose a significant challenge to eye care, particularly in low- and middle-income nations. The World Report on Vision by the World Health Organisation (WHO) indicates that globally, at least 2.2 billion individuals suffer from vision impairment, and of these, at least 1 billion cases could have been prevented or remain unaddressed [1]. Early diagnosis and treatment are crucial in preventing widespread vision conditions and impairments. Fundus retinal photography, a non-invasive imaging method for capturing colour images of the interior surface of the eye, is widely used for detecting eye disorders and monitoring their progress over time, as it is quick to complete and does not require any invasive procedures. However, the interpretation of fundus photographs is dependent on the expertise of experienced specialists to identify disease pathology. To increase speed and scale in interpretation, artificial intelligence (AI), particularly deep learning [2–4], has been applied to detect major ophthalmic diseases from high-quality retinal fundus images.

The application of deep learning in automated medical diagnosis has shown promising results. However, achieving a high
A novel domain adaptation strategy is proposed to enhance the performance of models on imbalanced target data. We construct a two-branch neural network that utilises fundus photographs for automated medical diagnosis. The entire network can be trained end-to-end using the stochastic gradient descent (SGD) algorithm.

- In contrast to existing domain adaptation methods that minimise the distance between the distributions of the two domains directly or employ adversarial learning, our proposed method focuses on minimising the misalignment of semantic relationships among cross-domain samples. Additionally, we integrate cost-sensitive learning into the distribution alignment process to address the issue of class imbalance in domain adaptation.
- Extensive experiments have been conducted to evaluate the performance of CSDA. The experimental results for detecting high myopia and myopic macular degeneration (MMD) demonstrate that CSDA surpasses the current state-of-the-art methods. This confirms the effectiveness of CSDA in improving automated medical diagnosis.

II. RELATE WORK

Our proposed method is closely relevant to domain adaptation and cost-sensitive learning. In this section, we discuss some of representative algorithms in these two areas and highlight the key difference between our method and existing ones.

A. Domain adaptation

A common problem when applying deep models to handle medical images is the lack of large-scale well-annotated dataset [7, 8]. Moreover, changes in distributions between different datasets even thorough they are for the same task can occur due to several reasons [9], such as different imaging cameras, different lighting conditions, and parameter settings. Transfer learning [10] has shown some potential in dealing with this challenge.

In transfer learning, one strategy is pre-training the model on the source dataset and fine-tuning the trained model using the target dataset. This strategy is widely used in automated medical diagnosis applications [7]. For instance, Kermany et al. applied the transfer learning of pre-training on ImageNet [11] for age-related macular degeneration and diabetic macular edema diagnoses using optical coherence tomography images [12]. The empirical results demonstrate that the prediction accuracy of the fine-tuned model usually can be improved with a considerable margin. However, this general purpose transfer learning strategy ignores the connection between the two domains from a semantic perspective, suffering from the domain shift problem [13] and resulting in a significant accuracy drop.

To solve the domain shift problem, domain adaptation, a more effective way of transfer learning, proposes to align the distributions of the source and target domains [9]. Pioneering DA methods directly minimise the discrepancy between the two domains in the feature space. For instance, Long et al. proposed to minimise the maximum mean discrepancy...
(MMD) [14] or the Joint MMD [15] between the two domains. Conjeti et al., proposed a supervised DA method to adapt decision forests in the presence of the distribution shift between the two domains [16]. Recently, adversarial learning has been applied to mitigate the domain gap between the two domains. The basic idea is to use the generator to mitigate the domain gap and fool the domain discriminator to classify which domain the input comes from. For example, Conditional Domain Adversarial Networks (CDAN) [5] is proposed to exploit discriminative information implicitly in the classifier predictions to achieve adversarial adaptation. Thomas et al. [17] developed a class-aware unsupervised domain adaptation (UDA) method by estimating the label hypothesis of target samples via clustering. Thomas et al. proposed the Test-time Unsupervised Domain Adaptation (TTUDA), which contains two training phases [18]. All of these DA methods have achieved promising performance for image classification tasks. Our proposed CSDA considers the domain adaptation from a different perspective compared with existing DA methods. Specifically, CSDA conducts domain adaption by minimising the misalignment of the semantic relationships among the cross-domain samples instead of directly minimising the distance between the distributions of the two domains.

B. Cost-sensitive learning

Cost-sensitive learning [6] considers the different costs associated with majority-class and minority-class data samples, which is a high-performing strategy for handling class-imbalance data. The pioneering cost-sensitive learning work [19] provides some foundations of cost-sensitive learning. Various studies have demonstrated the effectiveness of cost-sensitive learning for class-imbalance classification problems. For instance, Kumar and Kononenko proposed to apply the cost-sensitive modification to the probabilistic estimate of the neural network in the testing stage [20]. It can maintain the original structure of the network and strengthen the original estimates on the minority-class samples with cost consideration. Also, Kumar and Kononenko explored applying the cost modifications to the outputs of the network during the training stage, to the learning rate, or to the expected cost for the misclassified samples [20]. The empirical results show that all these four ways of cost modifications can improve the base classifiers’ accuracy. The cost-sensitive learning strategy also has been applied to algorithms of decision trees by conducting cost-sensitive adjustments to the decision threshold, the split criteria, or the pruning schemes [21], Bayesian classifiers [22], and support vector machines [23]. Unlike these methods, our CSDA considers the cost-sensitive learning in the domain alignment instead of in the classification loss or the output of the network. The domain alignment quality has a high impact on effective knowledge transfer.

III. OUR PROPOSED METHOD

A. Problem formulation

Assume that we have a source dataset that includes \( n_s \) samples \( X_s = [x_{s1}, x_{s2}, \ldots, x_{sn_s}] \) and the corresponding data labels as \( Y_s = [y_{s1}, y_{s2}, \ldots, y_{sn_s}] \). Specifically, each data sample \( x_s \) in \( X_s \) has a semantic label vector \( y_s \), where \( y_s \in \{0, 1\}^c_s \) and \( c_s \) is the number of source data categories. The target dataset includes \( n_t \) samples \( X_t = [x_{t1}, x_{t2}, \ldots, x_{tn_t}] \). We denote its associated label matrix as \( Y_t = [y_{t1}, y_{t2}, \ldots, y_{tn_t}] \), where \( y_t \in \{0, 1\}^{c_t} \) and \( c_t \) is the number of target categories. In this paper, we consider the scenario where each sample \( x_t \) is labelled as a positive or negative case: \( y_t = [0, 1]^T \) or \( y_t = [1, 0]^T \). By denoting the probability distributions of the source and target domains as \( D(x_s, y_s) \) and \( D(x_t, y_t) \), we have \( D_s \neq D_t \) if there is a domain gap. The goal of domain adaptation is to align \( D_s \) and \( D_t \) in the feature space according to their underlying semantics in an interactive way.

B. Framework of CSDA

![Fig. 2. The framework of CSDA. It contains two branches that share the weights of convolutional feature extraction layers. The whole network can be optimised jointly by minimising the entropy losses of classifying the source and target samples and the distribution misalignment loss simultaneously.](image_url)

To solve the above problem, we propose a novel method CSDA to mitigate the domain gap and present a framework, as shown in Fig. 2. From the figure, we can see that our proposed framework contains a two-branch neural network. One branch is to classify the source photographs, and another is to classify the target photographs. The two branches share the weights of the convolutional feature extraction layers, which makes the network mapping input samples of the two branches into a shared common space. Note that we explicitly improve the compactness of intra-class samples and the separability of inter-class samples according to their underlying semantics for both two domains. Unlike the existing methods, the proposed method adjusts the compatibility of the data distributions of the two domains based on the ideal geometric distributions obtained from the data labels in an interactive way. As shown in Fig. 2, during the training, we compute the conditional distribution \( P \) between the samples across domains and an ideal geometric distribution \( Q \). Then we minimise the discrepancy between the two distributions by the KL divergence function with cost-sensitive learning. In summary, we impose a new distribution alignment constraint on the two domains explicitly besides minimising the prediction errors of the two classifiers. In this manner, we can learn compatibility features for the two domains, thus improving the model’s performance for target data.
C. Objective function

For automated medical diagnosis, we design and minimise the following objective function:

\[
\mathcal{L}(\Theta) = \mathcal{L}_1 + \lambda_1 \mathcal{L}_s + \lambda_2 \mathcal{L}_D, \tag{1}
\]

where \( \Theta \) denotes the model’s weights, \( \mathcal{L}_s \) and \( \mathcal{L}_t \) stand for the classification losses for source and target data, respectively. \( \mathcal{L}_D \) is the cost-sensitive distribution alignment loss, and \( \lambda_1 \) and \( \lambda_2 \) are the hyper-parameters that control the contributions of the three terms. The details of \( \mathcal{L}_s \), \( \mathcal{L}_t \) and \( \mathcal{L}_D \) are as follows.

By considering the imbalance issue of the datasets of the two domains, we use the weighted cross entropy loss (WCEL) for the two classifiers. Specifically, for each target training sample \( x_t^i \), the loss is defined as:

\[
\mathcal{L}_t(x_t^i, y_t^i) = - (y_t^i \log(\hat{y}_t^{i1}) + u^s_t y_t^{i2} \log(\hat{y}_t^{i2})), \tag{2}
\]

where \( u^s_t \) is a manual re-scaling weight to emphasise the positive class in the target dataset, and we set \( u^s_t \) as the ratio of the numbers of negative and positive target samples. \( \hat{y}_t^i \) is the output prediction of the network for \( x_t^i \).

For the whole target dataset, we sum up the losses for all the training samples and obtain the classification loss

\[
\mathcal{L}_t = \sum_{i=1}^{n_t} \mathcal{L}_t(x_t^i, y_t^i). \tag{3}
\]

Similarly, for a training sample in the source domain, we have

\[
\mathcal{L}_s(x_s^i, y_s^i) = - (y_s^i \log(\hat{y}_s^{i1}) + u^s_s y_s^{i2} \log(\hat{y}_s^{i2})), \tag{4}
\]

where \( u^s_s \) is a manual re-scaling weight of the source domain. \( \hat{y}_s^i \) is the output prediction of the network for \( x_s^i \).

Thus, we compute the classification loss of the source domain as

\[
\mathcal{L}_s = \sum_{i=1}^{n_s} \mathcal{L}_s(x_s^i, y_s^i). \tag{5}
\]

The CSDA loss is proposed to improve the compatibility of the distributions \( D^s \) and \( D^t \) by performing iterative interactions between the two domains. Specifically, we introduce the cross-domain projection to learn discriminative source-target representations. CSDA aligns the cross-domain projection distributions to the corresponding ideal geometric distributions by minimising their Kullback–Leibler (KL) divergence. Mathematically, by giving a batch with \( n \) source samples \( \mathbf{X}^s \) and another batch of \( n \) target samples \( \mathbf{X}^t \), we compute their representations \( \mathbf{Z}^s = [z^s_1, z^s_2, \ldots, z^s_n] \) and \( \mathbf{Z}^t = [z^t_1, z^t_2, \ldots, z^t_n] \).

For each source sample, we construct source-target cross-domain pairs as \( \{(z^s_i, z^t_j), l_{ij}\} \), where \( l_{ij} \) indicates whether \( z^s_i \) and \( z^t_j \) is a matched pair. The conditional distribution of matching \( z^s_i \) and \( z^t_j \) is defined as

\[
p_{ij} = \frac{e^{\beta (z^s_i \cdot z^t_j)}}{\sum_{k=1}^{n} e^{\beta (z^s_i \cdot z^t_k)}}, \tag{6}
\]

For the above equation, we can see that the higher inner product of \( z^s_i \) and \( z^t_j \), the larger probability they will be matched.

In the most optimistic case, if \( x^s_i \) and \( x^t_j \) are intra-class samples, \( z^s_i \) and \( z^t_j \) should be overlapped; otherwise, they are infinitely far away. Based on such a observation, we define an ideal geometric distribution of matching \( z^s_i \) and \( z^t_j \) as

\[
q_{ij} = \frac{l_{ij}}{\sum_{j=1}^{n} l_{ij}}, \tag{7}
\]

where \( l_{ij} \) is calculated based on the data labels, \( l_{ij} = 1 \) if \( z^s_i \) and \( z^t_j \) is a matched pair, \( i.e. \), they share the same class label; otherwise \( l_{ij} = 0 \). Since there may exist more than one matched target samples for \( x^s_i \), we normalise the true matching probabilities.

Obtaining the conditional distribution \( p_i = [p_{i1}, p_{i2}, \ldots, p_{in}] \) and the ideal distribution \( q_i = [q_{i1}, q_{i2}, \ldots, q_{in}] \), we compute the matching loss. By considering the class imbalance issue, we minimise the weighted Kullback Leibler (KL) divergence of the two distributions as

\[
\mathcal{L}_{s2t}(z^s_i) = D_{KL}(p_i \| q_i) = \sum_{j=1}^{n} \alpha_{ij} p_{ij} \log \frac{p_{ij}}{q_{ij} + \epsilon}, \tag{8}
\]

where

\[
\alpha_{ij} = \begin{cases} u^s u^t, & \text{if } y^s_i = [0, 1]^T \text{ and } y^t_j = [0, 1]^T; \\ u^s, & \text{if } y^s_i = [1, 0]^T \text{ and } y^t_j = [0, 1]^T; \\ u^t, & \text{if } y^s_i = [0, 1]^T \text{ and } y^t_j = [1, 0]^T; \\ 1, & \text{otherwise}, \end{cases} \tag{9}
\]

and \( \epsilon \) is a small number to avoid numerical problems \([24]\). In this work, we minimise \( D_{KL}(p_i \| q_i) \) instead of minimising \( D_{KL}(q_i \| p_i) \) to select a \( p_i \) that has low probability where \( p_i \) has a low probability \([24]\). If we minimise \( D_{KL}(p_i \| q_i) \), it makes it difficult to distinguish matched and unmatched pairs when multiple positive pairs exist in a mini-batch \([25]\).

The distribution alignment loss from the source domain to the target domain for the whole mini-batch is calculated as

\[
\mathcal{L}_{s2t} = \sum_{i=1}^{n_s} \mathcal{L}_{s2t}(z^s_i). \tag{10}
\]

Similarly, we can calculate the distribution alignment loss \( \mathcal{L}_{t2s} \) from the target domain to the source domain for the whole batch samples by exchanging \( z^s_i \) and \( z^t_j \). Adopting the bi-directional distribution alignment, we have the distribution alignment loss as

\[
\mathcal{L}_D = \mathcal{L}_{s2t} + \mathcal{L}_{t2s}. \tag{11}
\]

By conducting CSDA, we constrain the samples in the same classes close to each other while those in different classes appear far away from each other even though the samples may be from different domains. The objective function in Equation (1) can be optimised with a stochastic gradient descent (SGD) algorithm, such as Adam \([26]\).
IV. EXPERIMENTAL STUDY

A. Datasets

1) SEED: The Singapore Epidemiology of Eye Disease (SEED) study dataset contains 18,835 retinal images of 9,083 patients. In addition, it contains the annotations for high myopia and myopic macular degeneration diagnoses. The images are captured with digital retinal cameras (CRDGi with 10 D single-lens reflex camera back [Canon, Tokyo, Japan]) from three major ethnic groups (Malay, Chinese and Indian) in Singapore.

2) UEMS: The Ural Eye and Medical Study (UEMS) dataset contains 7,781 retinal images of 4,391 patients for high myopia detection. The images are captured with another comprehensive fundus platform (VISUCAM 500, ZEISS, Jena, Germany) from individuals of Russian ethnicity in Russia.

3) SNEC-HMC: The Singapore National Eye Centre-High Myopia Clinic study dataset contains 350 retinal images of 180 patients for myopic macular degeneration detection. The images are captured with digital retinal cameras (CRDGi with 10 D single-lens reflex camera back [Canon, Tokyo, Japan]) from three major ethnic groups (Malay, Chinese and Indian) in Singapore.

<table>
<thead>
<tr>
<th>Table I</th>
<th>Statistics of the three datasets used in our experiments.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset</td>
<td>Ethnicity</td>
</tr>
<tr>
<td>SEED</td>
<td>Malay, Indian, Chinese</td>
</tr>
<tr>
<td>UEMS</td>
<td>Russian</td>
</tr>
<tr>
<td>SNEC</td>
<td>Malay, Indian, Chinese, and others</td>
</tr>
</tbody>
</table>

Some details of the three datasets are summarised in Tab. I. We randomly split the dataset into the training, validation, and test sets, without overlap of patients from different subsets. The statistics of the three datasets are shown in Tab. II, from which we can find that it includes many more negative cases (Non-myopia) than positive cases (Myopia), leading to an imbalanced classification problem. The SEED dataset is used as the source dataset for high myopia detection and MMD detection. The UEMS dataset is used as the target dataset for high myopia detection, and the SNEC dataset is used as the target dataset for MMD detection.

B. Experimental settings

In this work, we evaluate CSDA with different backbones, including the ResNets [27], DenseNets [28] and VG-GNet [29]. We connect a fully-connected layer with the Softmax activation function to the feature extractor for the source and target branches. We initial the weights of our model’s backbone with the weights from a model pre-trained on ImageNet [11]. We adopt Adam [26] with the learning rate as $10^{-4}$ and set the batch size as 32. The optimal values of $\lambda_1 \in \{0.0001, 0.001, 0.01, 0.1, 1, 10\}$ and $\lambda_2 \in \{0.0001, 0.001, 0.01, 0.1, 1, 10\}$ are selected by using the grid search, and we select the best model on the validation set for evaluating the model’s performance on the test set. The entire network is trained on two NVIDIA GeForce RTX 3090 Graphics Processing Units (GPUs) in PyTorch.

![Fig. 3. Comparison of CSDA and five peer methods for the detection of high myopia and MMD in terms of the AUC scores.](image)

C. Comparison with the peer methods

To evaluate the effectiveness of CSDA, we compare it (with the backbone of DenseNet121) with five peer DA methods, namely beyond sharing weights (BSW) [30], CDAN [5], DANN [31], margin disparity discrepancy (MDD) [32], and minimal-entropy diversity maximisation (MEDM) [33]. We also implement each compared DA method with the supervised (-S) learning setting.

Fig. 3 reports the AUC scores of CSDA and the peer methods, from which we observe that:

- Supervised domain adaptation methods (our CSDA, BSW-S, CDAN-S, DANN-S, MDD-S, and MEDM-S) perform better than unsupervised domain adaptation methods (BSW, CDAN, DANN, MDD, and MEDM) with a large margin. For example, the gap for BSW on high myopia detection can be up to 9.98%, and the gap for the MDD method on the detection of MMD can be 14.76%. This result implies that the labels of the target data are essential for model’s learning.

- For MMD detection, the target dataset contains a small number of training samples. The AUC scores achieved by the domain adaptation methods are higher than 76%. The score obtained by CSDA can reach 92.43%. This result indicates that a large-scale source dataset can be instrumental in improving model’s performance on small-scale datasets.

- CSDA outperforms all other domain adaptation methods in detecting high myopia and MMD, which verifies our method’s effectiveness. By comparing with other
supervised domain adaptation methods, CSDA obtains an improvement of 4.15%, 3.37%, 4.75%, 4.28%, and 3.21% over BSW-S, CDAN-S, DANN-S, MDD-S, and MEDM-S, respectively, in terms of the AUC score for high myopia detection. For MMD detection, CSDA improves the AUC score by 6.94%, 6.53%, 3.86%, 1.81%, and 2.76% compared with BSW-S, CDAN-S, DANN-S, MDD-S, and MEDM-S, respectively.

D. Impact of different loss terms

The objective function of CSDA includes three terms: the classification losses for the two domains and the distribution alignment loss. To investigate the impact of these three terms on CSDA’s performance, we construct and evaluate its three variations: the model without \( L_s \) (w/o \( L_s \)), the model without \( L_D \) (w/o \( L_D \)), and the model without \( L_c \) (w/o \( L_c \)).

Tab. III reports the results of CSDA and its three variants for high myopia detection, from which we can see that:

- The full CSDA achieves the highest AUC score under the settings with different backbones, which indicates that every term is essential and can contribute to the final performance.
- CSDA improves the AUC score of the model w/o \( L_s \) on the UEMS dataset with a large margin. For example, CSDA can improve the AUC score by 12% when we adopt DenseNet121 as the backbone. For the setting with the backbone of ResNet152, the improvement can up to 32.49%. It demonstrates that the annotation for the target dataset is essential for achieving a high AUC score.
- The CSDA model outperforms the model w/o \( L_c \) under the setting with all different evaluated backbones. We notice the model w/o \( L_c \) can achieve a high AUC score, e.g., 93.21% for the backbone of DenseNet121. The potential reason is that the label information has been used in the distribution alignment loss \( L_D \).
- The CSDA model outperforms the model w/o \( L_D \). It indicates the importance of the distribution alignment loss in the objective function. It means the iterative distribution alignment in model training is a valuable strategy for transferring knowledge.

### Table III

<table>
<thead>
<tr>
<th>Model</th>
<th>DenseNet121</th>
<th>DenseNet201</th>
<th>ResNet50</th>
<th>ResNet101</th>
<th>ResNet152</th>
<th>VGG19</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o ( L_s )</td>
<td>0.8144</td>
<td>0.8153</td>
<td>0.8507</td>
<td>0.6182</td>
<td>0.6927</td>
<td>0.7401</td>
</tr>
<tr>
<td>w/o ( L_D )</td>
<td>0.9224</td>
<td>0.8980</td>
<td>0.9163</td>
<td>0.9343</td>
<td>0.9258</td>
<td>0.9144</td>
</tr>
<tr>
<td>w/o ( L_c )</td>
<td>0.9321</td>
<td>0.9229</td>
<td>0.9230</td>
<td>0.9223</td>
<td>0.9197</td>
<td>0.9273</td>
</tr>
<tr>
<td>CSDA</td>
<td>0.9535</td>
<td>0.9435</td>
<td>0.9366</td>
<td>0.9431</td>
<td>0.9407</td>
<td>0.9385</td>
</tr>
</tbody>
</table>

### Table IV

<table>
<thead>
<tr>
<th>Method</th>
<th>DenseNet121</th>
<th>DenseNet201</th>
<th>ResNet50</th>
<th>ResNet101</th>
<th>ResNet152</th>
<th>VGG19</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>0.8204</td>
<td>0.8127</td>
<td>0.8305</td>
<td>0.8306</td>
<td>0.8771</td>
<td>0.8556</td>
</tr>
<tr>
<td>S2</td>
<td>0.9322</td>
<td>0.9295</td>
<td>0.9201</td>
<td>0.8949</td>
<td>0.9298</td>
<td>0.9153</td>
</tr>
<tr>
<td>S3</td>
<td>0.9156</td>
<td>0.8962</td>
<td>0.9154</td>
<td>0.8871</td>
<td>0.9347</td>
<td>0.8984</td>
</tr>
<tr>
<td>CSDA</td>
<td>0.9535</td>
<td>0.9435</td>
<td>0.9354</td>
<td>0.9264</td>
<td>0.9366</td>
<td>0.9431</td>
</tr>
</tbody>
</table>

E. Impact of backbones and training strategies

We compare CSDA under settings with eight different backbones and four different training strategies for high myopia detection. Specifically, we evaluate the performance of our model under the settings with DenseNet121, DenseNet201 [28], ResNet18, ResNet34, ResNet50, ResNet101, ResNet152 [27] and VGG19 [29]. We also evaluate three different training and test strategies: training on the SEED training set, then testing the trained models on the SEED test set and extending the test on the UEMS dataset (S1); training on the UEMS training set, then testing the trained models on UEMS test set and extend test on SEED dataset (S2); combining the training set of both SEED and UEMS datasets as a new training set and test on SEED and UEMS test set, respectively (S3). For S1, S2 and S3, we adopt the weighted cross-entropy loss (WCEL) as the objective function term \( L_s \) (or \( L_c \)) in Equation (2) (or in Equation (4)) by following the same setting with our CSDA.

The AUC scores for high myopia detection are reported in Tab. IV, from which we can see that:

- From the S1 strategy, the models trained on the SEED dataset significantly outperform the extended test on the UEMS dataset for all the different backbones. From the S2 strategy, the models trained on UEMS outperform the extended test on SEED for all the different backbones. These observations indicate that the two datasets have a large domain gap.
- The models trained on the combined dataset (S3) obtains a lower AUC score when compared to S2:UEMS for most of the different backbones, which demonstrates that merely combining the datasets can not help improve the performance in our task.
- Our method outperforms the other three strategies under the settings of using different backbones. It implies that CSDA can transfer knowledge effectively with the iterative distribution alignment.

V. Conclusion

In this paper, we proposed a novel domain adaptation method called CSDA to address the domain shift problem for
imbalance targeted data in automated medical diagnosis using fundus photography. Our approach integrated cost-sensitive learning into distribution alignment, effectively mitigating the domain gap for both majority and minority classes. Furthermore, we introduced an ideal geometric distribution based on data labels and computed a condition distribution using data representations. Through an iterative bi-directional alignment process, we aligned the condition distribution with the ideal distribution. It is worth noting that the domain shift problem and imbalanced data issue are common challenges in medical diagnosis. Our CSDA framework was designed to simultaneously tackle these two challenges. The experimental results demonstrated the effectiveness of CSDA in detecting high myopia and myopic macular degeneration.
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