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Abstract—The advancement of data-driven Artificial Intelli-
gence (AI) applications becomes increasingly important in opti-
mizing maritime operations. Establishing trustworthy decision-
making processes hinges upon precise diagnosis of data qual-
ity—a fundamental prerequisite. However, prevalent statistical-
based methodologies encounter inherent challenges, such as
requiring precise threshold settings, overlooking contemporary
insights from recent data, etc. To address these challenges, this
study proposes a vision-inspired framework for the classification
of Automatic Identification System (AIS) data quality issues,
particularly within highly imbalanced datasets. Four typical data
quality issues are included in this study, namely Zig-zag Value,
Identity Theft, Temporal Missing, and Abnormal Constant Value.
The overall framework includes a graphical transformation
process to represent the spatial information of the trajectories, a
data augmentation process to mitigate the class imbalance issue,
and a deep learning model for image classification. Extensive
experiments show that 1)The proposed method could achieve
an impressive 99.29% accuracy and 99.27% F1 score in AIS
data quality issue classification; 2)The ConvNeXtV2 model, an
enhanced convolutional neural network, demonstrated its superi-
ority in this application, overtaking other state-of-the-art models
by 2.14% in accuracy, 2.35% in F1 score, and 3.40% in MCC;
3) The MixUp-based data augmentation method outperformed
other imbalance learning strategies such as CutOut, Focal Loss,
WeightedLoss, etc. As one of the first few practices on data-
centric AI in the maritime sector, this study promises to notably
reinforce maritime data reliability, fostering enhanced decision-
making processes industry-wide.

Index Terms—data-centric AI, image classification, AIS data
quality, imbalance learning, data augmentation

I. INTRODUCTION

The maritime industry increasingly relies on data-driven

Artificial Intelligence (AI) to optimize operation efficiency and

safety measures. However, the foundational infrastructure of

this digitalization, data, commonly encounters quality issues

stemming from sensor failures and human errors [1]. Studies

indicate that a substantial 92% of AI practitioners face data

issues, impacting the reliability of AI applications [2], [3].

Early detection of data quality issues could mitigate such

risks and prevent unnecessary costs. A wide range of data
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quality issues have been identified within Automatic Identi-

fication System (AIS) data, a fundamental data type in the

maritime sector [1]. For example, Temporal Missing arises

with large time gaps between successive data points; Identity
Theft represents the scenario where more than one ship shares
the same MMSI at the same time; Zig-zag Value characterizes
the fluctuations of attributes such as latitude, longitudes,

etc; Abnormal Constant Value denotes a stagnant value that

anomalously repeats a previous value. To detect these data

quality issues, a common practice is to apply statistical-based

approaches, as exemplified by [4] [5] [6]. These approaches,

e.g., the 3-sigma principle, moving average method, are easy

to implement whereas require dedicated parameter setting.

Besides, they often disregard insights from the data itself

as they impose statistical hypotheses on the dataset. Recent

pioneering research has explored AIS data analysis using data-

driven visual methods. For instance, [7] introduced a deep

learning approach aimed at categorizing typical vessel activi-

ties from AIS data. [8] employed a CNN-based framework to

differentiate vessel loitering behaviours based on the shape

of trajectories, yielding encouraging outcomes. Embracing

visual representations of trajectories, together with a data-

driven method, holds the potential to unveil concealed data

patterns [9]. To this end, this study delves into the potential

of vision-based techniques to diagnose AIS data quality issues,

via a "representation-augmentation-classification" framework.

Leveraging an expert-labelled dataset, the proposed framework

aims to identify the unique patterns among five types of

AIS data: Temporal Missing, Identity Theft, Zig-zag Value,
Abnormal Constant Value, and High Data Quality. Compre-
hensive ablation tests were conducted to test the efficacy of the

proposed approach. The key contributions are outlined below:

∙ This study introduces a novel vision-inspired framework

designed to effectively distinguish data containing four

unique AIS quality issues from high-quality data.

∙ This study adopts a data-driven approach to diagnosing

data quality issues coupled with an effective imbalance-

learning strategy.

∙ This study conducts a comprehensive analysis of frame-

work components, providing crucial insights for similar

applications.

II. METHODOLOGY

Fig. 1 outlines the entire workflow of the proposed ap-

proach, aiming to classify five distinct data types: Temporal
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Fig. 1. The overall workflow of the "representation-augmentation-
classification" framework designed for AIS data quality categorization.

Missing, Identity Theft, Zig-zag Value, Abnormal Constant
Value, and High Data Quality. The methodology unfolds in

three key stages: Firstly, AIS data is transformed into a graphi-

cal format to visually encapsulate its geospatial attributes; Sub-

sequently, the MixUp technique is used to augment samples

within minority classes to mitigate the class imbalance issue;

Finally, ConvNeXtV2 model, recognized as the state-of-the-art

CNN-based model for image classification and segmentation,

is applied to categorize images into different types. Detailed

components are introduced below:

A. Graphical transformation of AIS data
The AIS data undergoes a graphical transformation process.

Through this process, every data record is symbolized as a

point within an image, and all the points construct the com-

plete trajectory. In such a way, the tabular data is structured

and visualized in a graphic format, as depicted in Fig. 1. This

is commonly applied in the AIS data mining process [8], [10],

[11].

B. Data augmentation via MixUp technique
To rectify class imbalance issues involved in this appli-

cation, a specialized data augmentation approach is imple-

mented: oversampling through the MixUp technique. This

method involves the synthetic generation of new samples to en-

rich the dataset’s underrepresented classes, i.e., Identity Theft
and Zig-zag Value in this context. Specifically, minority classes
are augmented by the creation of a weighted combination of

random image pairs. Given two images and their ground truth

labels: (𝑥𝑝
𝑖
, 𝑦

𝑝

𝑖
),(𝑥𝑞

𝑗
, 𝑦

𝑞

𝑗
), a new synthetic sample is generated

as:

𝑥̂ = 𝜆𝑥
𝑝

𝑖
+ (1 − 𝜆)𝑥𝑞

𝑗
, (1)

𝑦̂ = 𝜆𝑦
𝑝

𝑖
+ (1 − 𝜆)𝑦𝑞

𝑗
. (2)

Where, 𝑥, 𝑦 denote the image and label of a sample, respec-

tively. 𝑖, 𝑗 refers to the index of the samples. 𝑝, 𝑞 signify the

respective classes to which the sample belongs. In this study,

𝑝, 𝑞 are kept the same to generate new samples within these

minority categories.

C. Image classification via ConvNeXtV2 model

At the final stage, the ConvNeXtV2 model is employed to

categorize images into distinct data types. ConvNeXtV2 model

is a pure convolutional model inspired by the design of Vision

Transformer and a successor of ConvNeXt [12]. It integrates

the fully convolutional masked autoencoder (FCMAE) and

global response normalization (GRN) techniques to the orig-

inal ConvNeXt model. Notably, ConvNeXtV2 has showcased

its effectiveness in a spectrum of tasks, including ImageNet

classification, COCO detection, ADE20K segmentation, etc

[13].

III. EXPERIMENTS

A. Dataset

The efficacy of the proposed approach was evaluated using

a real-world AIS dataset in Singapore, which was validated

by domain experts. Raw vessel trajectory data was employed

for the analysis to preserve intricate details and prevent loss

of information. An 80%-20% ratio is used for the train-test

split. Considering the class imbalance issue within the dataset,

notably prevalent in the Identity Theft and Zig-zag Value
categories, the MixUp-based data augmentation technique is

applied to the two categories separately. The details of the

dataset are illustrated in TABLE I.

TABLE I
DESCRIPTION OF DATASET

Category
Number of Samples

Original training set Augmented training set Testing set

ConstantValue 422 422 105

TemporalMisisng 553 553 137

Identity Theft 24 346 6

Zig-zag Value 281 561 70

High Data Quality 1537 1537 384

B. Evaluation metrics

The proposed approach is evaluated against a wide range of

metrics , akin to those utilized in prior studies [14], including

Area Under Receiver Operating Characteristic Curve (AU-

CROC), Matthews Correlation Coefficient (MCC), accuracy

(ACC), and F1 Score.

The details are outlined below:

∙ Area Under Receiver Operating Characteristic Curve

(AUCROC). It assesses a model’s capability to differen-

tiate between classes by plotting the true positive rate

(TPR) against the false positive rate (FPR) at various

threshold settings [15]. The TPR and FPR are computed

using the following equations:

𝑇𝑃𝑅 = 𝑇𝑃

𝑇𝑃 + 𝐹𝑁
, (3)

𝐹𝑃𝑅 = 𝐹𝑃

𝐹𝑃 + 𝑇𝑁
, (4)
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∙ Matthews Correlation Coefficient (MCC). This singular

metric encapsulates information from the confusion ma-

trix, providing an evaluation of the quality of multiclass

classification. It considers true and false positives and

negatives, calculated as:

𝑀𝐶𝐶 = 𝑇𝑃 × 𝑇𝑁 − 𝐹𝑃 × 𝐹𝑁
√
(𝑇𝑃 + 𝐹𝑃 )(𝑇𝑃 + 𝐹𝑁)(𝑇𝑁 + 𝐹𝑃 )(𝑇𝑁 + 𝐹𝑁)

,

(5)

∙ Accuracy (ACC). It is a fundamental metric, that offers

a straightforward assessment of the correctness of pre-

dicted results. It quantifies the ratio of correctly predicted

instances to the total number of instances evaluated:

𝑎𝑐𝑐 = 𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
, (6)

∙ F1 score. It is a comprehensive metric amalgamating a

model’s precision and recall, providing a consolidated

assessment of its overall performance.

𝑝𝑟𝑒 = 𝑇𝑃∕(𝑇𝑃 + 𝐹𝑃 ), (7)

𝑟𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃∕(𝑇𝑃 + 𝐹𝑁), (8)

𝐹1 = 2 ∗ (𝑝𝑟𝑒 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙)∕(𝑝𝑟𝑒 + 𝑟𝑒𝑐𝑎𝑙𝑙), (9)

Where, 𝑇𝑃 , 𝐹𝑃 , 𝐹𝑁 , and 𝑇𝑁 represent true positive, false

positive, false negative, and true negative, respectively.

IV. RESULT ANALYSIS

A. Overall performance of the proposed framework
The performance of the proposed approach on multi-class

AIS data quality classification is impressive, showcasing high

metrics across various evaluation criteria. Specifically, the

model achieved high scores: 99.98% for AUCROC, 98.87%

for MCC, 99.29% for ACC, and 99.27% for F1 Score. Fig

3 shows the model’s efficacy in distinguishing classes such

as Abnormal Constant Value, Temporal Missing, and Zig-
zag Value from the rest. However, the performance regarding

the Identity Theft class appears less desirable, potentially

attributed to inadequate instances within the training dataset.

Nonetheless, the overall performance remains satisfactory,

marked by minimal misclassifications.

B. Ablation test 1: impact of imbalance-learning strategies
The evaluation of imbalance-learning strategies is detailed

in TABLE II. This investigation includes data-level, algorithm-

level, and hybrid strategies. At the data level, MixUp and

CutOut techniques are applied specifically to the minority

classes, namely Identity Theft and Zig-zag Value, for sam-
ple augmentation. Algorithm-level strategies involve applying

Focal Loss and Weighted CrossEntropy in model training pro-

cess. These approaches are further combined to evaluate their

collective impact. Among all the settings explored, the MixUp-

based oversampling strategy, used in this study, outperformed

others, by a margin of 0.10% in ROCAUC, 0.57% in accuracy,

0.66% in F1 score, and 0.91% in MCC. Additionally, the

Fig. 2. Plotting of the loss in model training and validation process

Fig. 3. Confusion matrix for AIS data quality classification

combination of Focal Loss and CutOut strategy displayed com-

petitive performance, presenting itself as a viable alternative.

C. Ablation test 2: impact of deep learning models
An ablation test was executed to assess the impact of

diverse classification models, and the comparative analysis of

performance metrics is presented in TABLE III. ConvNeXtV2

emerges as the leading model, surpassing other models by

up to 1.52% in AUCROC, 2.14% in accuracy, 2.35% in F1

score, and 3.40% in MCC. Following ConvNeXtV2, other

convolution models like ResNet50, GhostNet100, EfficientNet,

and Xception exhibit varying performance levels. Notably,

SWINV2, a transformer-based model, secured the second-

highest performance. Conversely, MobileNetV2 surfaces as

the least effective model for this application, recording an

AUCROC of 0.9846, an accuracy of 0.9715, an F1 score of

0.9692, and an MCC of 95.47%.
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TABLE II
COMPARISON OF PERFORMANCE UNDER DIFFERENT IMBALANCE-LEARNING

STRATEGIES.

Strategy Loss function Over-sampling
Model performance metrics

ROCAUC ACC F1 MCC

Data level Cross entropy
MixUp 0.9998 0.9929 0.9927 0.9887

CutOut 0.9999 0.9886 0.9861 0.9819

Algorithm level Weighted CrossEntropy
No 0.9989 0.9872 0.9866 0.9796

No 0.9993 0.9872 0.9847 0.9796

Hybrid

Weighted CrossEntropy
MixUp 0.9996 0.9872 0.9870 0.9797

CutOut 0.9997 0.9915 0.9909 0.9864

FocalLoss
MixUp 0.9992 0.9886 0.9874 0.9819

CutOut 0.9998 0.9915 0.9900 0.9864

TABLE III
COMPARISON OF PERFORMANCE UNDER DIFFERENT DEEP LEARNING

MODELS.

Model
Model performance metrics

ROCAUC ACC F1 MCC

MobileNetV2 0.9846(8) 0.9715(8) 0.9692(8) 0.9547(8)

ViTtiny 0.9965(5) 0.9744(7) 0.9734(7) 0.9593(7)

Xception41 0.9988(3) 0.9815(5) 0.9803(6) 0.9706(5)

EfficientNetlite0 0.9862(7) 0.9815(5) 0.9804(5) 0.9706(5)

GhostNet100 0.9990(2) 0.9829(4) 0.9818(4) 0.9728(4)

ResNet50 0.9983(4) 0.9872(3) 0.9847(3) 0.9796(3)

SWINV2 0.9896(6) 0.9886(2) 0.9861(2) 0.9819(2)

ConvNetxV2 (0.9998(1)) (0.9929(1)) (0.9927(1)) (0.9887(1))

V. CONCLUSION AND FUTURE WORK

To secure trusted data quality in the maritime digitaliza-

tion process, this study proposed a vision-inspired framework

tailored specifically for classifying AIS data quality issues in

highly imbalanced datasets. Rigorous experiments show that

the proposed framework demonstrated a remarkable 99.29%

accuracy and 99.27% F1 score. Notably, the ConvNeXtV2

model emerged as the standout performer, outstripping other

state-of-the-art models with advancements of 2.14% in ac-

curacy, 2.35% in F1 score, and 3.40% in MCC, showcasing

its superiority in this domain. Furthermore, the MixUp-based

data augmentation strategy exhibited clear advantages over

alternative imbalance learning methods, establishing itself as

an effective solution for addressing class imbalance challenges

in this context. Further studies will be conducted on the

following aspects. Firstly, more representative data quality

issues will be included to provide a more comprehensive

diagnosis of AIS data quality. Secondly, the integration of

temporal information in various forms, such as audio, could

enhance the understanding of spatial-temporal correlations

within AIS data. Finally, considering the dataset’s collection in

the Singapore Port, crucial endeavours will focus on testing the

method’s efficacy across varied maritime scenarios. In essence,

this study serves as one of the few data-centric AI practices in

the maritime sector, offering insights into fortifying maritime

data reliability and data management practices.
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