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Abstract—Medical image segmentation (MIS) plays an instrumental role in medical image analysis, where considerable effort has been devoted to automating the process. Currently, mainstream MIS approaches are based on deep neural networks (DNNs), which are typically trained on a dataset with annotations produced by certain medical experts. In the medical domain, the annotations generated by different experts can be inherently distinct due to complexity of medical images and variations in expertise and post-segmentation missions. Consequently, the DNN model trained on the data annotated by some experts may hardly adapt to a new expert. In this work, we evaluate a customised expert-adaptive method, characterised by multi-expert annotation, multi-task DNN-based model training, and lightweight model fine-tuning, to investigate model’s adaptivity to a new expert in the situation where the amount and mobility of training images are limited. Experiments conducted on brain MRI segmentation tasks with limited training data demonstrate its effectiveness and the impact of its key parameters.

Index Terms—Medical image segmentation, deep learning, annotation variation, multi-expert annotation

I. INTRODUCTION

Medical image segmentation (MIS) plays a crucial role in the workflow of medical images-based diagnosis and theranostics, marking out the regions of interest in a medical image for follow-up medical actions. Nowadays, MIS based on machine learning (ML) has been extensively studied and widely applied to relieve medical specialists (experts) from the labour-intensive and error-prone manual segmentation process. Among existing ML-based MIS techniques, those based on deep neural networks (DNNs) [1] have become the mainstream technology, demonstrating remarkable performance advantages in various MIS tasks [2].

In DNN-based MIS techniques, a DNN model is typically trained on a collection of annotated medical images. The annotations, often in the form of segmentation masks or contours, are generated by certain medical experts. After the model is trained, it will be deployed for use by various medical experts who are often not among those annotating the training data. Different from generic image segmentation applications, annotations in MIS are highly expert-specific. On one hand, medical images contain complex features, e.g., blurry regions, transition zones, and partial volume effects, which pose a great challenge to creating annotations. On the other hand, medical experts may have varying expertise and skills for reading and annotating a medical image and may also target distinct post-segmentation tasks. As a result, the segmentation annotations produced by different medical experts on the same medical image can be inherently different but fully reasonable. Fig. 1 illustrates this phenomenon via the brain segmentation contours created by seven different experts on the same MRI image.

The expert-specific feature of the annotations in MIS may degrade the effectiveness of conventional DNN-based MIS techniques because the model trained on a collection of expert-specific annotated data is inherently biased towards those experts who have annotated the training data. Accordingly, the segmentation results generated by this model may not satisfy a new expert, as experimentally demonstrated in Section IV-C. An intuitive solution is to re-train the model using medical images with annotations created by the new expert. However, obtaining sufficient annotated images from a new expert to effectively re-train the model to cater for this expert is seldom feasible in practice.

In this work, we investigate an existing expert-adaptive MIS method [3] which leverages multi-expert annotated data to train a multi-task DNN-based segmentation model that is capable of efficiently adapting to a new expert via lightweight model fine-tuning on limited annotated data from this expert. Specifically, the training data are first created by annotating different cohorts of medical images by different experts. Then, a multi-task DNN-based segmentation model is trained on such training data. When a new expert uses the trained model, the model, tailored for a single expert, will be fine-tuned on a small number of annotated medical images from this new expert. This lightweight fine-tuning step can efficiently adapt the model to cater for the new expert. In practice, the image data available for model training is often limited. Also, it is privacy-risky and costly to outsource the annotation of own data to other parties. Given these considerations, we customise this method by letting multiple different experts (possibly from the same party) to annotate every training image (aiming to better handle the limitation of training data availability and mobility) and applying the full model training in the fine-tuning stage (to better leverage the limited annotated data from the new expert), and evaluate the customised method on brain MRI segmentation tasks with limited training data. Experimental results demonstrate its effectiveness and the impact of its key parameters.

The rest of this paper is organised as follows. Section II describes the related work. The method is detailed in Section III.
Section IV presents experimental results. The conclusions with the future work are summarised in Section V.

II. RELATED WORK

The inherent variation in segmentation annotations from different experts poses a significant challenge to conventional image segmentation techniques, which typically assume the existence of an exclusive ground truth. To address this issue, many existing works based on multi-expert annotation have been proposed.

One category of methods is based on label fusion like [4], which intends to combine different annotations from different experts with respect to one image into a single annotation to accommodate the annotation variation. Such methods may produce a consistent segmentation output that pursues the best-match with the annotation experts but can hardly cater for a new expert. Another category of methods generates the segmentation result in a probabilistic manner to accommodate the inherent expert-specific variation. For example, in [5], multi-expert annotation is used to define an uncertainty map to quantify the variation of segmentation annotations produced by different experts, where regions with high variation among experts are highlighted. An MIS model is then trained to predict such an uncertainty map for an input image in addition to the segmentation mask. Probabilistic U-Net [6] learns to output a distribution from which the segmentation result for an input image can be sampled in a certain way. Additionally, some works propose to produce expert-specific outputs [3], [7]. They leverage multi-expert annotation to train a multi-task learning model, which can output multiple segmentation results for one image, with each result corresponding to an expert who annotates the training data.

In [3], multiple cohorts of images are annotated by different experts, with one image annotated by only one expert. Then, a multi-task DNN-based segmentation model is trained on the thus created training set to produce the segmentation result for each expert, where each expert corresponds to one of multiple branches in the model with each branch differing in certain task-specific layers and sharing the remaining layers. Finally, the trained model is tailored to be used by a new expert, where the shared layers are inherited with their parameters frozen, and the task-specific layers are inherited from a selected task branch in the trained model and then fine-tuned by 10 annotated images from the new expert. In this work, we customise the multi-expert annotation and the model fine-tuning for the new expert components in this method, by using multiple different experts to annotate every training image (to better deal with the situation of limited training data availability and mobility) and applying the full model training in the fine-tuning stage (to make better use of the limited annotated data from the new expert).

III. METHOD

The expert-adaptive MIS method, customised from [3], is illustrated in Fig. 2, which leverages multi-expert annotated images to train a segmentation model that is capable of efficiently adapting to a new expert via lightweight model fine-tuning on a small number of images associated with annotations from this expert. The following describes the working principle of this method.

Given a set of \( N_{tr} \) medical images \( \{x_i\}_{i=1}^{N_{tr}} \) available for training, multi-expert annotation is first conducted by letting \( N_{exp} \) different medical experts, denoted by \( \{Exp_r\}_{r=1}^{N_{exp}} \) to annotate each image by producing segmentation contours. As a result, each training image is associated with \( N_{exp} \) annotations, yielding the training set \( \{x_i, \{y^r_i\}_{r=1}^{N_{exp}}\}_{i=1}^{N_{tr}} \). Then, a multi-task DNN-based segmentation model is trained on this training set. Specifically, the conditioned instance normalisation (CIN) approach [3] is used to build a multi-task learning model based on the conventional U-Net architecture, which has demonstrated good performance in multi-task learning based MIS. The U-Net model is composed of repetitions of the sequential stack of convolution, instance normalisation, and activation layers. CIN makes the instance normalisation layers expert-specific, parameterised by \( \{\theta_r\}_{r=1}^{N_{exp}} \), with the remaining layers shared by all experts, parameterised by \( \theta_{sh} \). Accordingly, each expert corresponds to a specific branch, as shown in Fig. 2. During the training, the output with respect to each expert aims to approximate the segmentation annotation by the corresponding expert. The training loss function is defined as follows:

\[
l_{tr} = \sum_{i=1}^{N_{tr}} \sum_{r=1}^{N_{exp}} \mathcal{L}(y^r_i, f(x_i; \theta_{sh}, \theta_r)),
\]

(1)

where \( f(\cdot; \theta_{sh}, \theta_r) \) denotes the branch of the model for \( Exp_r \), and \( \mathcal{L} \) indicates the Dice loss function. The model parameters \( \theta_{sh} \) and \( \{\theta_r\}_{r=1}^{N_{exp}} \) are trained to minimise \( l_{tr} \).
After the training, the parameters of the shared part capture common features shared across all experts while those of the expert-specific parts carry unique features dedicated to producing expert-specific segmentation outputs. To enable the swift adaption of the trained model to a new expert, the shared part $\theta_{sh}$ is kept while inheriting its parameters from the trained model, and combined with a re-initialised expert-specific part, parameterised by $\theta_u$, to create a model which is fully fine-tuned on a small number of $N_{ft}$ annotated data from the new expert $\{x_i, y_i^u\}_{i=1}^{N_{ft}}$ to quickly achieve the desired performance that satisfies this expert. The loss function in the fine-tuning stage is formulated as:

$$l_{ft} = \sum_{i=1}^{N_{ft}} L(y_i^u, f(x_i; \theta_{sh}, \theta_u)), \quad (2)$$

The model parameters, i.e., $\theta_{sh}$ and $\theta_u$, are trained to minimise $l_{ft}$. The major distinction between the original method [3] and its customised version lies in the way of multi-expert annotation and the strategy of fine-tuning the model for a new expert.

IV. EXPERIMENTS

We evaluate the performance of the customised expert-adaptive method on brain MRI segmentation tasks with limited training data, created from a publicly available brain MRI segmentation dataset with multi-expert annotations, and investigate the impact of its key parameters. The following experiments aim to demonstrate:

1) The occurrence of the expert-specific issue when a new expert uses a model trained on the data annotated by other experts, demonstrating the necessity of expert-adaptive methods (Section IV-C).
2) The effectiveness of the evaluated expert-adaptive method (Section IV-D)
3) The influence of the number of experts participating in multi-expert annotation on the performance of the evaluated expert-adaptive method (Section IV-E)

A. Dataset

We conduct our experiments based on the brain-growth dataset from the QUBIQ (Quantification of Uncertainties in Biomedical Image Quantification) challenge [8]. The raw dataset contains 39 cases (34 for training and 5 for testing) for brain segmentation on MRI. Each image has 7 annotation masks of the brain, provided by 7 experts, $\{Exp_1, Exp_2, ..., Exp_7\}$, and a visual comparison of the annotations of one case is shown in Fig. 1.

To simulate the expert adaptation scenario, we partition the experts into two groups: the experts who may annotate the multi-expert dataset for model training ($Exp_1$-$Exp_6$) and the new experts who will use the trained model ($Exp_6$ and $Exp_7$). The reason for selecting $Exp_6$ and $Exp_7$ as the new experts is that: $Exp_6$ represents an expert who produces similar annotations to certain annotation experts ($Exp_1$-$Exp_5$), whereas $Exp_7$ represents an expert who produces relatively different annotations from all annotation experts, as will be explained in detail in Section IV-C. In practice, the condition of the new expert’s annotations would be unknown, so our experimental setting aims to cover both cases.

As the following experiments may involve model training on multi-expert annotations and model fine-tuning on a small number of samples, we may use only a part of the 5 annotation experts and a part of the total 34 samples in the training set, which means the creation of sub-sets through the sampling annotation experts or training data. However, the performance can be strongly influenced by the specific combinations of the experts and the data samples, which may overshadow the impact of the factors we aim to investigate: the number of experts and the number of data samples. To tackle this issue, we adopt the following sub-set sampling method within the multi-run experimental setting.

First, to mitigate the impact of specific combinations of experts in the training stage, we experiment with every combination of experts, e.g., $C_7^5 = 5$ combinations for the experiment involving 4 experts. Second, to mitigate the impact of specific combinations of training data in the fine-tuning stage, we adopt the following data sampling strategy to yield
10 ways of sampling a certain number of data from the whole training set, aiming to sample the data evenly in a deterministic manner. We first specify 10 starting indices evenly set based on the cardinality of the dataset, i.e., 1, 4, 7, ..., 28. Then, in each way of sampling, consecutive indices from the starting index are sampled. For example, when sampling 10 data, the $1^{st}$ way yields samples 1-10, the $2^{nd}$ way yields samples 4-13, ..., and the $10^{th}$ way yields samples 28-34 and 1-3. Additionally, in each way of data sampling, the data sampled with a larger number always contain those sampled with a smaller number. Putting together, when involving 4-expert annotations for training and using 10 samples for fine-tuning, in total 50 runs of experiments are conducted, as a result of sampling both the experts and the training data.

After finishing all the experiments, the results from the same way of data sampling but different combinations of experts are averaged to produce a single result. Thus, the variance incurred by specific combinations of experts is effectively reduced. Finally, the experiment involving any number of experts and any number of data samples will uniformly yield 10 statistical results, each corresponding to a specific way of data sampling.

### B. Experimental Setup

The model architecture is based on the U-Net [1] with the backbone of ResNet-18 [9], which is widely adopted for MIS tasks. For training with the expert-adaptive method, CIN [3] is used to construct a multi-task learning model based on the U-Net architecture, as detailed in Section III. Otherwise, a conventional U-Net model is used. The training data are augmented via random translation, zooming, rotation, Gaussian noise, Gaussian blur, and brightness jittering following [2]. All images are cropped to a size of $192 \times 192$ for training and testing. The batch size is set to 16. We use the Rectified Adam optimiser [10] for model training. The learning rate is initialised as 0.001 and decayed throughout the training process by the polynomial annealing scheduler with a power rate of 0.9. Every model is trained for 5000 iteration steps in the training stage and if applicable, 1000 iteration steps in the fine-tuning stage.

We evaluate the segmentation performance with three metrics commonly used in the medical domain: 1) the Dice score (Dice), 2) average symmetric surface distance (ASSD), and 3) 95% Hausdorff distance (95HD), and perform t-tests to assess the significance of difference. Specifically, in the experiments in the following section, we use unpaired t-tests. In the two experiments in the latter two sections, we perform paired t-tests because each statistical result in the multi-run corresponds to a certain way of data sampling due to our subset sampling method.

### C. Occurrence of the Expert-specific Issue

We perform experiments to show the occurrence of the expert-specific issue when a new expert uses a model trained on the data annotated by other experts. In each experiment, we train a model with the training set annotated by one expert from $Exp_1 - Exp_7$ and evaluate the model with the test set annotated by $Exp_6$ or $Exp_7$. Experiments are conducted on all the train-test expert pairs.

<table>
<thead>
<tr>
<th>Train</th>
<th>Dice (%) ↑</th>
<th>ASSD ↓</th>
<th>95HD ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Exp_1$</td>
<td>86.61</td>
<td>1.84</td>
<td>5.60</td>
</tr>
<tr>
<td>$Exp_2$</td>
<td>86.66</td>
<td>1.93</td>
<td>6.57</td>
</tr>
<tr>
<td>$Exp_3$</td>
<td>87.31</td>
<td>1.76</td>
<td>6.29</td>
</tr>
<tr>
<td>$Exp_4$</td>
<td>86.92</td>
<td>1.76</td>
<td>6.05</td>
</tr>
<tr>
<td>$Exp_5$</td>
<td>88.60</td>
<td>1.64</td>
<td>5.17</td>
</tr>
<tr>
<td>$Exp_6$</td>
<td><strong>89.37</strong></td>
<td><strong>1.56</strong></td>
<td><strong>4.87</strong></td>
</tr>
<tr>
<td>$Exp_7$</td>
<td>83.29</td>
<td>2.15</td>
<td>6.88</td>
</tr>
</tbody>
</table>

Results are shown in Table I. It can be observed that across all three metrics, for both $Exp_6$ and $Exp_7$, the best performer is often the model trained on annotations of themselves, and other models perform significantly worse, with the only exception of the 95HD of the model trained on $Exp_6$, compared with those on $Exp_7$. Experiments are conducted on $Exp_6$ and $Exp_7$, respectively, using the models trained on the data annotated by each of seven experts $Exp_1 - Exp_7$. Metrics of Dice, ASSD, and 95% HD metrics are reported. Each cell reports the performance of a model trained on the training set annotated by one expert. Every experiment is run 10 times, and the mean metrics are reported. For the metrics in each column, the best performer and those not significantly different from the best (unpaired t-test with significance level of $\alpha = 0.05$) are highlighted in bold.
training, in which case adapting the model to them tends to be harder.

D. Effectiveness of the Expert-Adaptive Segmentation Method

We investigate the effectiveness of the expert-adaptive method in enabling efficient adaptation to a new expert with a small number of annotations provided. To this end, experiments are conducted to compare the method with the baseline method which re-trains a model solely with the annotated samples provided by the new expert. In addition, we experiment with different numbers of annotations provided by the new expert, aiming to analyse under what conditions the expert-adaptive method is effective. Specifically, in the training stage, we use the dataset annotated by 3 experts to train the model. In the fine-tuning stage, the model is fine-tuned for Exp$_{0}$ or Exp$_{7}$ using 5, 10, 15, 20, 25, 30, and 34 annotated samples, respectively in different experiments. By contrast, the baseline method solely trains a randomly initialised model using the annotated samples from the new expert.

TABLE II: Comparison of segmentation performance on a new expert (Exp$_{0}$ or Exp$_{7}$) with different numbers of annotated samples. Each column under "w/" lists the results obtained by training the model with a dataset annotated by 3 experts from Exp$_{1}$-Exp$_{6}$ and then adapting it to the new expert with different numbers of annotated samples, and each column under "w/o" lists the results obtained by training a model from random initialisation solely with the new expert’s annotated samples. Every experiment yields 10 statistical runs, and the mean metrics of Dice score, ASSD, and 95HD tested on the validation dataset ( Dice 89.37%, ASSD 1.56, HD95 4.87). These observations indicate that the expert-adaptive method can effectively improve the model adaptivity to enable good performance. By contrast, with more than 20 samples for fine-tuning, training with multi-expert annotations tends to yield marginal gain, suggesting that the effectiveness of the expert-adaptive method is more significant under the condition of lightweight fine-tuning where a relatively small number of annotated samples from the new expert is available.

Besides, for both Exp$_{0}$ and Exp$_{7}$, when using the method, the significantly best results are obtained with a relatively large number (more than 25 for Exp$_{0}$ and more than 30 for Exp$_{7}$) of annotations. This indicates that the most satisfactory performance still cannot be obtained through lightweight fine-tuning with the current method, and there is still room for further improvements to yield more satisfactory performance with fewer samples annotated by the new expert.

E. Influence of the Number of Annotation Experts

We investigate the influence of the number of experts involved in multi-expert annotation on the model adaptivity by experimenting with the datasets annotated by different numbers of experts. In each experiment, we use a multi-expert dataset annotated by 1, 2, 3, 4, and 5 experts from Exp$_{1}$-Exp$_{6}$ to train a segmentation model, respectively, and then fine-tune the model with 10 samples annotated by the new expert Exp$_{0}$ or Exp$_{7}$.

The results are shown in Table II. It can be observed that, for both new experts, when less than 20 annotated samples are provided, the performance of the expert-adaptive method is significantly better than the randomly initialised counterpart without training with multi-expert annotations, except for the 95HD obtained when adapting the model to Exp$_{7}$ with 20 samples. Notably, for Exp$_{0}$, fine-tuning a multi-expert trained model with 20 samples yields comparable performance in terms of mean values (Dice 89.30%, ASSD 1.55, HD95 4.89) to the best baseline performance obtained using the whole dataset (Dice 89.37%, ASSD 1.56, HD95 4.87). These observations indicate that the expert-adaptive method can effectively improve the model adaptivity to enable good performance. By contrast, with more than 20 samples for fine-tuning, training with multi-expert annotations tends to yield marginal gain, suggesting that the effectiveness of the expert-adaptive method is more significant under the condition of lightweight fine-tuning where a relatively small number of annotated samples from the new expert is available.

data

(a) Adapt to Exp$_{0}$.

(b) Adapt to Exp$_{7}$.
TABLE III: Comparison of segmentation performance when adapting a model trained by the annotated data of different numbers of experts (from Exp1-Exp5) to a new expert (Exp6 or Exp7) with 10 annotated samples. "0" means the model is trained from random initialisation using only the annotations from the new expert. Every experiment yields 10 statistical runs, and the mean metrics of Dice score, ASSD, and 95HD tested on the new expert’s annotations are reported. For every metric, the best performer in terms of mean value and those not significantly different from the best (paired t-test with significance level of α = 0.05), are highlighted in bold.

(a) Adapt to Exp6.

<table>
<thead>
<tr>
<th># Experts</th>
<th>Dice (%) ↑</th>
<th>ASSD ↓</th>
<th>95HD ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>87.76</td>
<td>1.83</td>
<td>6.39</td>
</tr>
<tr>
<td>1</td>
<td>88.66</td>
<td>1.65</td>
<td>5.38</td>
</tr>
<tr>
<td>2</td>
<td>88.89</td>
<td>1.60</td>
<td>5.16</td>
</tr>
<tr>
<td>3</td>
<td>88.99</td>
<td>1.59</td>
<td>5.12</td>
</tr>
<tr>
<td>4</td>
<td>89.00</td>
<td>1.58</td>
<td>4.97</td>
</tr>
<tr>
<td>5</td>
<td>89.13</td>
<td>1.58</td>
<td>4.95</td>
</tr>
</tbody>
</table>

(b) Adapt to Exp7.

<table>
<thead>
<tr>
<th># Experts</th>
<th>Dice (%) ↑</th>
<th>ASSD ↓</th>
<th>95HD ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>88.16</td>
<td>1.65</td>
<td>5.92</td>
</tr>
<tr>
<td>1</td>
<td>89.11</td>
<td>1.47</td>
<td>5.03</td>
</tr>
<tr>
<td>2</td>
<td>89.24</td>
<td>1.45</td>
<td>4.89</td>
</tr>
<tr>
<td>3</td>
<td>89.30</td>
<td>1.43</td>
<td>4.89</td>
</tr>
<tr>
<td>4</td>
<td>89.38</td>
<td>1.41</td>
<td>4.77</td>
</tr>
<tr>
<td>5</td>
<td>89.50</td>
<td>1.39</td>
<td>4.71</td>
</tr>
</tbody>
</table>

effectively utilising the annotations from more experts and using more diversified annotations.

V. CONCLUSIONS AND FUTURE WORK

We evaluated an existing expert-adaptive MIS method with customisation made to accommodate the limited data availability and mobility in practice, which is composed of multi-expert annotation, multi-task DNN-based model training, and lightweight model fine-tuning on the limited annotated data from a new expert to address the inherent variation in expert-specific annotations for enhancing the adaptivity of the MIS model to a new expert. Experiments on the brain MRI segmentation tasks with limited training data demonstrate its effectiveness and the impact of its key parameters. In the future, we plan to comprehensively compare the original and customised versions of the expert-adaptive method [3] in different practical scenarios, investigate how to make best use of the annotations from multiple experts during model training by using different training methods, e.g., by leveraging evolutionary multi-task optimisation based approaches [11], [12]. Also, we will study the contributions of the annotations from different experts to the adaptivity of the trained model, e.g., via graph matching [13] and learning vector quantisation [14] techniques, aiming to find more diversified experts to create more effective multi-expert annotation.
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