Human-Generative AI Collaborative Problem Solving Who Leads and How Students Perceive the Interactions
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Abstract—This research investigates distinct human-generative AI collaboration types and students' interaction experiences when collaborating with generative AI (i.e., ChatGPT) for problem-solving tasks and how these factors relate to students' sense of agency and perceived collaborative problem solving. By analyzing the surveys and reflections of 79 undergraduate students, we identified three human-generative AI collaboration types: even contribution, human leads, and AI leads. Notably, our study shows that 77.21% of students perceived they led or had even contributed to collaborative problem-solving when collaborating with ChatGPT. On the other hand, 15.19% of the human participants indicated that the collaborations were led by ChatGPT, indicating a potential tendency for students to rely on ChatGPT. Furthermore, 67.09% of students perceived their interaction experiences with ChatGPT to be positive or mixed. We also found a positive correlation between positive interaction experience and a sense of positive agency. The results of this study contribute to our understanding of the collaboration between students and generative AI and highlight the need to study further why some students let ChatGPT lead collaborative problem-solving and how to enhance their interaction experience through curriculum and technology design.
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I. INTRODUCTION

In an era where the interplay between humans and artificial intelligence (AI) is increasingly prominent, understanding human-AI collaboration types and relevant impacts is crucial. AI, particularly generative AI and large language models like the popular ChatGPT, excels in repetitive, data-intensive tasks, while humans bring creativity, empathy, and common sense [1] [2]. Together, humans and AI are envisioned to potentially form synergistic teams capable of enhanced collaborative problem-solving. In this paper, we present a study on when undergraduate students collaborate with ChatGPT for problem solving, who leads the interaction, how students perceive the interaction, and the implications of this augmentation from AI on students' agency and collaborative problem-solving.

A challenging area for human-AI collaboration is solving complex problems [3]. Collaborative problem-solving, a critical 21st-century skill, involves groups working together to find solutions to complex problems [4]. Previously, the collaboration tended to be only among humans with shared interests or goals. In the face of increasingly capable AI on complex tasks, AI-enabled collaboration and collaboration between humans and AI draw increasing attention and research interests [5]. AI can serve as a collaborator in problem solving [6]. Meanwhile, it is critical to understand how students collaborate with these technologies and the relevant impacts on students' agency to ensure they empower rather than overshadow students' agency [7]. Agency involves making informed decisions, initiating actions, and controlling one's learning journey, a vital aspect of student learning [3] and deserves more attention when students collaborate with powerful generative AI.

In the subsequent sections, the results of our study on how students perceive their collaboration with ChatGPT regarding contributions and interaction experiences and how these perceptions relate to their agency and collaborative problem-solving shall be presented. It is hoped that this study will provide insights into conducive collaboration types between human and generative AI and inspire further research on human-generative AI collaboration and its impacts on students' learning, problem-solving, and psychological factors such as agency.

II. RELATED WORK

A. Human-AI Collaboration

Human-AI collaboration is about humans and AI working together on tasks under the underlying reasoning that they complement one another regarding strengths and weaknesses [8] [9]. AI, especially generative AI like ChatGPT, is good at repetitive and data-driven tasks, has strength in language comprehension and reasoning, and can engage in human-like conversations, whereas humans have common sense and are creative and empathic but may not be as good at storing and processing information [1] [2]. Therefore, they may work as teammates and engage in collaborative problem-solving. Previous studies suggest different human-AI collaboration types or patterns in the education field. Based on a literature review, Ouyang and Jiao [10] summarized three paradigms of AI in education: 1) AI-directed, learner-as-recipient, 2) AI-supported, learner-as-collaborator, and 3) AI-empowered, learner-as-leader. They indicated that current development is
moving towards Paradigm 3, emphasizing learners' agency, student-centered learning, empowerment, and reflections. Liu and Bridgeman [11] proposed four unique types of human-generative AI interactions: significant contributions from both AI and humans ("create it with me"), predominant AI input with minimal human involvement ("create it for me"), major human input with minor AI assistance ("help me brainstorm, plan, and polish"), and minimal input from both AI and humans. Cheng and Zhang [6] interviewed 63 university students after they engaged in ChatGPT-enabled group discussions. They found that ChatGPT might function as a tool, a teammate, or a form of superintelligence during discussions. They determined through qualitative analysis of the interview data. However, Ouyang and Jiao's study [10] was based on a literature review, and Liu and Bridgeman's proposal [11] was a theoretical conjecture. Cheng and Zhang [6] did not instruct participants on the purpose of using the ChatGPT-enabled collaboration system but asked them to complete group discussions with its support. The various patterns of human-generative AI collaboration in the problem-solving context and their impacts warrant further investigation.

Human-AI collaboration has some benefits, such as saving human labor and avoiding human's blind spots [12]; however, some challenges also exist. For instance, students may rely on AI assistance rather than learning from it; AI may limit the development of students' agency and essential skills for the future, decrease unique human knowledge, make humans act like machines or cyborgs, and raise ethics and authenticity issues [7] [13] [14]. In education, attention should be paid to using AI to assist and empower learners without sacrificing their leadership and agency. However, how AI and humans collaborate to solve problems and the impacts of the collaboration types remain unclear and need further research [8] [15].

B. Sense of Agency

Agency is about students' capacity to make responsible decisions, initiate their actions, and control their learning journeys [16] [17]. It includes indicators of an agent having intentions and purposes in pursuing ideas, being motivated and willing to make choices, persisting and acting on intentions and purposes, and interacting and negotiating in the learning context [17]. Having a sense of agency is closely related to student's ability to control their behavior, make informed decisions, and maneuver through complex social environments [18], which may be even more critical when generative AI like ChatGPT becomes increasingly powerful and capable of taking over some tasks previously can only be done by humans (e.g., translation and creative writing). Therefore, it is essential to study the impacts of AI on students' agency, with the goal of designing technological and pedagogical support for meaningful learning and enhanced agency.

C. Collaborative Problem Solving

Collaborative problem-solving is an essential 21st-century skill for students to survive and thrive in this rapidly developing society and workplace [4]. It is the process of a group of people attempting to find appropriate solutions to a given problem or group goal through systematic observation and critical thinking [19] [4]. Collaborative problem-solving involves students working in groups to collaboratively understand, integrate their contributions, and resolve a problem whose solution is not apparent and cannot be solved by single individuals [20].

Problem solving is a major challenging area for the hybrid team of humans and AI [3]. Memmert and Bittner [3] conducted a literature review on human-AI collaboration for complex problem solving and only identified 22 publications. They suggested identifying suitable research contexts (e.g., "tasks that so far seem to be at the core of human intellect" [2]) and considering the complexity of tasks to study the characteristics and patterns of human-AI collaboration. Therefore, this study selected a maze design and solving task which involves students' skills such as computational thinking, design, visual programming, and decision making, which are core human intellect. This exploratory study moves one step forward by studying the collaboration patterns between students and generative AI, which is more versatile than AI tools designed for specific tasks and purposes.

D. Research Questions

To summarize, related work suggests the existence of different types of human-AI collaboration patterns and the importance of students' agency and collaborative problem-solving skills. However, it remains unclear how students think of their collaboration with ChatGPT regarding contribution and interaction experiences and how these variables relate to their agency and collaborative problem-solving. This study aims to address these research gaps by answering the two following questions:

RQ1: Do distinct human-generative AI collaboration types arise when undergraduate students use ChatGPT for collaborative problem-solving?

RQ2: What are undergraduate students' interaction experiences with ChatGPT for collaborative problem-solving?

RQ3: Whether human-generative AI collaboration types, students' interaction experiences and sense of agency predict their collaborative problem-solving?

III. METHODS

A. Participants

The participants of this study were 79 (44 female) undergraduate students taking an interdisciplinary learning course on digital literacy at an autonomous university in Singapore. The course is open to year one or two undergraduate students to cultivate their problem-solving, decision-making, and interdisciplinary collaboration skills with responsible, ethical, and legal use of digital technologies and tools. The participants came from various colleges across the university: 12 were from Business, 9 from Humanities, Arts and Social Sciences, 33 from Engineering, including Computer Science, and 25 from Science. Among 904 students who completed an individual survey regarding their reflections on using ChatGPT for collaborative maze design and solving, 79 gave us consent to analyze the data after receiving a recruitment email, making the study's final sample. This study was approved by the IRB of the authors' institution.

B. Procedures

In a two-hour session class, the participants first engaged in an activity on applying computational thinking skills to design and solve a maze in 3D Maze with ChatGPT in small groups. The groups were usually made up by four to six students from different schools and with various disciplinary
ChatGPT is a large language model developed by OpenAI. It can generate human-like text based on input prompts, answer questions, and perform natural language processing tasks. It was made clear to the students that they could decide when to use ChatGPT, for what purposes and how. Doing so allows us to study how students applied ChatGPT in problem-solving tasks in the natural setting as they desired to, without being instructed to follow specific application guidelines.

The following were the task requirements:

1. The maze's width and length should be at least 20 units.
2. The maze should contain all environmental assets (e.g., green tree, cherry blossom, rock, block A, block B, river, bridge)
3. The maze should be challenging and engaging.
4. Optional: the maze can contain two gems (gems need to be collectible in maze solving)
5. After finishing the maze creation in 3D Maze, each group needs to solve their own maze.

Toward the end of the activity, students completed an individual survey on collaborative problem-solving and sense of agency. They also responded to two open-ended questions on their own and ChatGPT's contribution to the task design and solving task, as well as their interaction experiences with ChatGPT during the process.

C. Data collection

The data sources of this study are: (1) students' responses to the Collaborative Problem-Solving and Sense of Agency surveys and (2) their written responses to two reflection questions, which are "How would you describe your interaction with ChatGPT during the maze design task? In terms of contributions, did you feel that you, ChatGPT, or both equally contributed to the design of the maze? Please elaborate" and "What aspects of your interaction with ChatGPT today did you enjoy or find lacking?"

The Collaborative Problem-Solving scale was adapted from the TEAM Collaboration Questionnaire: Integration subscale [20]. Students were asked to respond to five items on a 5-point Likert Scale, 1 representing strongly disagree and 5 denoting strongly agree. Some example questions are "The solutions that my team and I found satisfied our needs" and "I applied knowledge and ideas from my subject field(s) when I approached the activities." Based on participants' responses, the Cronbach's alpha for this factor is 0.85, indicating the reliability of this measurement [21].

The Sense of Agency scale was slightly modified based on the sense of agency scale developed by Tapal et al. [22]. The original scale is a validated survey comprised of two factors: Sense of Positive Agency and Sense of Negative Agency. Each factor was measured using six items on a 5-point Likert Scale (1 denotes strongly disagree, whereas 5 represents strongly agree). An example question for measuring Sense of Positive Agency is "My behavior was planned by me from the very beginning to the very end," and an item for measuring Sense of Negative Agency is "I was just an instrument in the hands of ChatGPT." Cronbach's alpha values for the Sense of Positive Agency and Sense of Negative Agency were 0.90 and 0.85, respectively, suggesting the reliability of the two subscales.

D. Data analysis

To respond to RQ1 concerning human-generative AI collaboration types, we conducted a content analysis of students' written reflections on their own and ChatGPT's contributions to the maze design and solving task. As shown in Table 1, driven by the data and informed by the literature on human-AI collaboration [11] [6], we developed a coding framework that includes three human-generative AI collaboration types: even contribution, human leads, and AI leads. Based on the data, an unsure category in which students did not clearly describe the proportion of their and ChatGPT's contributions emerged. Two researchers independently coded each student's reflection and reached an agreement of 83.54%. Then, they resolved all the differences through discussions.

Similarly, to examine RQ2 regarding students' interaction experiences with ChatGPT, we analyzed students' reflections on their interaction experiences with ChatGPT using the coding framework shown in Table 2. Table 2 was driven by the data and the consideration of AI's positive and negative impacts on learning [13] [14]. The students mainly had positive, mixed, and negative interaction experiences with ChatGPT. There were also some cases where it was difficult to understand their sentiment based on the written reflections, or their writing was too brief, coded as "unsure." Two researchers coded the data separately and reached an agreement of 84.81%. They then discussed all the differences to reach an agreement.

<table>
<thead>
<tr>
<th>HUMAN-GENERATIVE AI COLLABORATION TYPES</th>
<th>DESCRIPTIONS</th>
<th>EXAMPLES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Even contribution</td>
<td>Both students and ChatGPT contribute to the task equally. We equally value decision-making and repetitive work (heavy lifting) if students mention this part. They may use keywords such as equal, balanced, and partnership.</td>
<td>&quot;I think both me and GPT equally contributed to the design of the maze, because I do the instructing and GPT did all the labor work.&quot; &quot;It was interesting because GPT's answer always managed to amaze me. However, I think we both contributed equally as I did all the decision-making on whether I would use GPT's suggestions or not, which means I also came up with my own ideas.&quot;</td>
</tr>
<tr>
<td>Human leads</td>
<td>Students contribute more, while ChatGPT contributes less. We can see students' efforts in applying critical thinking and evaluating ChatGPT.</td>
<td>&quot;ChatGPT is not really helpful in designing the maze. The answers that GPT gave me were not satisfying. My group and I decided to design the maze by ourselves.&quot;</td>
</tr>
</tbody>
</table>

---

Fig. 1. The interface of 3D Maze

ChatGPT is a gamified environment where students can design and solve mazes (see Fig. 1).
"ChatGPT contributes more to the task than students and does the task for students instead. (e.g., I hardly contribute)"

"I feel like chat GPT did most of the work as it generated the 10x10 matrix and the paths. We simply affected the aesthetics of the maze and simplified the generated solution."

"I felt that GPT contributed more. I only needed to give the prompt, and the GPT would produce an output without me having to think."

"Amazing! We had an awesome team leader who supervised and guided us throughout the process."

"Yes, I was specific on the parameters. And chat GPT gave me what I want."

To address RQ3 concerning whether human-generative AI collaboration types, students' interaction experiences and sense of positive and negative agency predict their collaborative problem-solving, we first conducted Pearson correlation analyses of all the involved variables. Then, we ran a multiple linear regression analysis to predict collaborative problem-solving using all the other variables as independent variables. The analyses were conducted using R 4.1.2.

IV. RESULTS

A. Human-generative AI collaboration types

The pie chart in Fig. 2 presents the distribution of collaboration types between students and ChatGPT when working on problem-solving tasks. Nearly half of the students (44.30%) reported they led the collaboration with ChatGPT, indicating they predominantly directed the interaction, utilizing ChatGPT as a supportive tool to enhance their problem-solving efforts. A significant portion, 32.91%, reflects an 'even contribution' between students and ChatGPT, suggesting a synergistic approach where students and ChatGPT contributed comparably to the task, merging human creativity with AI's computational efficiency. Overall, the majority of students (77.21%) perceived they led or had even contributions when collaborating with ChatGPT. In 15.19% of the cases, 'AI leads' the collaboration. In this scenario, ChatGPT takes a more dominant role in the collaborative process, which may reflect a reliance on the AI's capabilities to guide the problem-solving process. In 7.59% of the cases, students did not adequately delineate the ratio of their own and ChatGPT's inputs, or their responses were not pertinent. The impacts of ChatGPT leading collaborative problem solving need to be further studied.

B. Students' interaction experiences with ChatGPT

As shown in Fig. 3, there were 27.85% of students who perceived their experiences as positive, implying that the interactions with ChatGPT were satisfactory for these individuals. About 39.24% of participants reported mixed experiences during their interaction with ChatGPT. This result suggests that these students encountered beneficial and challenging aspects when using ChatGPT, indicating a nuanced perception of the AI tool's capabilities and limitations. In total, more than two thirds of students perceived their interaction experiences with ChatGPT to be positive or mixed. There were 30.38% of students reported negative experiences, indicating they found the interaction with ChatGPT less satisfactory and the need to refine and adapt ChatGPT as well as instruct students how to better prompt for specific learning tasks. In 2.53% of the cases, students did not explicitly describe their interaction experiences and were coded as "unsure."
C. Factors predicting students' collaborative problem-solving

As shown in Table 3, interaction experience has a significantly positive correlation with a sense of positive agency, indicating that more positive interaction experiences are related to a stronger sense of positive agency. Collaborative problem-solving is negatively correlated with a sense of negative agency, suggesting that a greater sense of negative agency is associated with students' perceived worse collaborative problem-solving. A sense of negative agency correlates negatively with a positive agency, with a statistically significant moderate correlation ($r = -0.41^{**}$).

The multiple linear regression analysis aims to predict collaborative problem-solving using four predictors: human-generative AI collaboration types, interaction experience, sense of positive agency, and sense of negative agency. Sense of negative agency was a significant predictor, with higher levels of negative agency associated with lower collaborative problem-solving scores ($b = -0.34$, $p = .006 < .01$). The model explained 10.8% of the variance of students' perceived collaborative problem-solving, as indicated by an adjusted $R^2$ of .108, based on 72 observations.

<table>
<thead>
<tr>
<th>TABLE 3. DESCRIPTIVE STATISTICS OF KEY VARIABLES</th>
</tr>
</thead>
<tbody>
<tr>
<td>ColType</td>
</tr>
<tr>
<td>---------</td>
</tr>
<tr>
<td>ColType</td>
</tr>
<tr>
<td>InterExp</td>
</tr>
<tr>
<td>SoPA</td>
</tr>
<tr>
<td>SoNA</td>
</tr>
<tr>
<td>Observations</td>
</tr>
<tr>
<td>$R^2$ / $R^2$ adjusted</td>
</tr>
</tbody>
</table>

Note: ColType: human-generative AI collaboration types; InterExp: Interaction experience; ColPS: Collaborative problem solving; SoPA: Sense of positive agency; SoNA: Sense of negative agency

<table>
<thead>
<tr>
<th>TABLE 4. REGRESSION RESULTS USING COLLABORATIVE INTERDISCIPLINARY PROBLEM-SOLVING AS THE DEPENDENT VARIABLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predictors</td>
</tr>
<tr>
<td>(Intercept)</td>
</tr>
</tbody>
</table>

Note: ColType: human-generative AI collaboration types; InterExp: Interaction experience; ColPS: Collaborative problem solving; SoPA: Sense of positive agency; SoNA: Sense of negative agency

V. DISCUSSION

Using the survey and reflection data of 79 undergraduate students, we examined three research questions regarding human-generative AI collaboration types and interaction experiences when students use ChatGPT for problem-solving tasks. Furthermore, we studied how collaboration types, interaction experiences, and sense of positive and negative agency correlated, and predicted students perceived collaborative problem-solving.

We found three human-generative AI collaboration types: even contribution, human leads, and AI leads, with even contribution and human leads being the majority (77.21%). This study has extended previous research [6] [11] by empirically examining the collaboration types between students and generative AI in the problem-solving context and quantifying the respective percentages of various collaboration types. Overall, most of the students perceived that they led problem solving, and at the same time, they were likely to leverage generative AI to augment their problem-solving skills. We also found about two-thirds of students had positive or mixed interaction experiences with ChatGPT. This result is consistent with previous research [23] [24] that suggests students generally found employing ChatGPT during their learning motivating, interesting, and helpful.

It should also be noted that ‘AI leads’ and ‘negative experience’ occupy unignorable proportions. ‘AI leads’ may suggest students' reliance on ChatGPT rather than taking leadership in the problem-solving process, which might negatively influence their learning and decision-making in the long term. Previous studies found the phenomenon of overreliance on AI, which may be related to having difficulty in evaluating AI’s performance, trusting AI’s recommendations when they should not, and changing their actions to align with AI’s, and finally, and can result in unsatisfactory human and AI team performance [25] [26] [27]. ChatGPT might threaten students’ critical thinking if they regarded it as the “ultimate epistemic authority” [28], and students could use ChatGPT to bypass reading and essay writing, which might result in superficial learning [29]. Further studies need to be conducted to examine who, when and why students rely on ChatGPT and what strategies can be taken to reduce their reliance on ChatGPT and mitigate its negative impacts. Efforts should also be made to improve technical (e.g., training and finetuning ChatGPT to improve its performance on specific tasks such as maze solving and math problems) and instructional design (e.g., helping students improve their prompt skills and understanding of how to use ChatGPT appropriately and ethically) regarding using ChatGPT for learning.
Surprisingly, only sense of negative agency negatively predicted collaborative problem-solving, while human-generative AI collaboration types and interaction experiences did not. These results suggest that how students collaborate with ChatGPT and their interaction experiences did not significantly influence their perceived collaborative problem-solving. However, whether students felt they could control their minds, actions, and the environment when interacting with ChatGPT mattered to their perceived collaborative problem-solving. Therefore, it is critical to reduce students’ sense of negative agency—a feeling that one's mind and the environment are not under their control. In our context, it is possible that the students relied on ChatGPT for the tasks and thus lost control over their own learning and group problem-solving tasks or because of the novelty of ChatGPT, some students spent too much time interacting with it. Similarly, Darvishi et al. [7] found that integrating AI into learning could influence students' sense of agency to take control of their own learning. They also advocated further studying the complex relationship between using AI and its impacts on agency. Attention should be paid to avoiding using AI for complete automation of the learning process and students' overreliance on AI. Instead, AI applications should empower students to develop agency, self-regulation skills and informed decision-making, for example, through personalized feedback and nudging systems [30] [31].

There are several limitations to this study. First, the participation rate was relatively low as only 8.74% of students who filled in the survey gave us consent to analyze their data, which may influence the sample's representativeness. Future research should replicate this study with larger sample sizes and higher participation rates to examine if the findings are reliable. Second, we used students' self-reported data to code their perceived human-generative AI collaboration types and prioritized students' perceptions of contributions (mainly referring to their writing) in the coding process. However, students might have different understandings and criteria of who led the work and what counted as even contributions, and their perceptions may differ from what happened. Therefore, future research should adopt more objective data (e.g., students' problem-solving log data and learning reports) to understand students' collaboration with AI. Similarly, the dependent variable, collaborative problem-solving, was measured using survey data. Future research should adopt more objective academic performance data to investigate the impacts of using ChatGPT differently on students’ learning. With objective data, we will also research whether ChatGPT augments the problem-solving effectiveness and efficiency of student groups and whether it broadens or narrows down the problem-solving performance of groups. Third, although the sample size is sufficient for the multiple linear regression and assumptions were checked and met, the limited sample size and available variables might not allow us to identify the most reliable and trustworthy predictors. Further research should replicate this study with a larger sample size and include more variables (e.g., students’ engagement in problem solving and AI literacy).

Despite these limitations, the significance and implications of the study are two-fold. First, this study provides empirical evidence for different human-generative AI collaboration types and interaction experiences in the problem-solving context. This result suggests the need for future research and practice to facilitate students to appropriately use ChatGPT and other generative AI tools and finetune the tools to improve their understanding of and responses to specific tasks. Second, this study shows the negative impacts of a sense of negative agency on students' perceived collaborative problem-solving, which calls for further research to understand why students perceive negative agency and how to reduce this perception. When using ChatGPT for learning, educators and researchers should not only pay attention to curriculum design and the effectiveness of the tool but also to students’ psychological factors, such as sense of agency and self-regulation.

VI. Conclusion

This study expanded previous research by (1) providing empirical evidence of the existence of various collaboration types between human and generative AI and their frequency; (2) extending the tools from AI to generative AI, which tends to be more versatile; and (3) including sense of positive agency and sense of negative agency in the analyses to examine how they are correlated with collaboration types, interaction experiences, and collaborative problem-solving. We found that 77.21% of students perceived their collaboration with ChatGPT as human-leads or even contributions, whereas 15.19% as AI-leads. Sense of negative agency negatively predicted Collaborative problem solving. These results suggest the phenomenon of students losing control over and relying on ChatGPT during problem-solving and its negative impacts. Future research should further study how to support students to use generative AI appropriately and ethically without harming their agency and problem-solving skills.
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