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Abstract—Emergencies, disasters, and other forms of critical
incidents often unfold rapidly, necessitating a swift and effective
response. In this research, we introduce a novel approach to
identify and classify emergency situations from social media posts
and direct emergency messages using an open source Large Lan-
guage Model, Llama2. The paper briefly explores two potential
use cases: supporting 911 dispatch and providing social media
informed personalized protective action guidance to the public.
The goal is to harness the power of natural language processing
and machine learning to assist public safety telecommunicators
and huge crowds during countrywide emergencies. Our research
focuses on developing a language model that can understand
users describe their situation in the 911 call, enabling Llama2
to analyze the content and offer relevant instructions to the
telecommunicator, while also creating workflows to notify gov-
ernment agencies with the caller’s information when necessary.
Another benefit this language model provides is its ability to
assist people during a significant emergency incident when the
911 system is overwhelmed, by assisting the users with simple
instructions and informing authorities with their location and
emergency information.

Index Terms—llama, mistral, llm, emergency management,
emergency response, public safety, 911

I. INTRODUCTION

Urban centers like New York City pulsate with vibrant

life, innovation, and economic might. Yet, beneath their dy-

namism lies a vulnerability woven into the fabric of their

complexity: a susceptibility to large-scale disruptions with

cascading consequences. According to NOAA statistics, the

United States alone regularly grapples with more than 20

“billion dollar disasters” per, impacting millions of people and

100s of billions of dollars per year in damages [1]. These

emergencies, stemming from natural hazards compounded by

critical infrastructure failures and social vulnerability, hold the

potential to devastate, as Hurricane Sandy tragically demon-

strated in New York City, damaging over 69,000 residential

units, leading to the temporary displacement of thousands of

New Yorkers, and incurring immense economic losses [2]–

[5]. More recently, the deluge flooding associated with the

remnants of Hurricane Ida had not only signficant financial

cost but also resulted in more than a dozen deaths in the states

of New York and New Jersey.

Traditional emergency response systems face hurdles in

navigating the rapids of such crises. Information overload,

communication bottlenecks, and the need for rapid, coordi-

nated action within dynamic, often chaotic environments pose

significant challenges [6]–[8]. These difficulties are amplified

in densely populated urban settings, where a single event can

ripple through critical infrastructure and impact millions in-

stantly [9], [10]. Additionally, the cultural and linguistic diver-

sity in urban areas, such as New York City, adds another layer

of complexity. With a significant portion of 911 callers being

non-native English speakers, the risk of miscommunication

increases, further challenging the efficiency and effectiveness

of emergency response systems [11]–[13].

Integrating AI into the first responders’ ecosystem holds im-

mense promise, but navigating its intricacies demands careful

consideration of sub-cuyltural and ethical currents [14]–[16].

In fact, a variety of more established forms of AI (e.g. machine

learning and computer vision analytics) have been deployed

for some time and with notable successes such as with regard

to wildfire detection in California.

Generative AI and LLMs has great promise but, there is

concern about deploying the technology for critical use cases

and some early efforts have focused on red tape reduction and

empowering communities in the complex hazard mitigation

planning grant process as well as various back office efficiency

enhancing applications.

Concerns from first responders, the FCC, and other stake-

holders center around four critical pillars: generational techno-

scepticism, potential biases, data privacy vulnerabilities, and

the delicate balance of human oversight [17]–[19].

The first obstacle to be overcome when planning the in-

troduction of new technology to first responders is a culture

that traditionally has been skeptical of technology [20]. Many

older first responder leaders have grown up in a socio-

technical culture in which ”hoses and irons”, street smarts and

command intuition loomed larger than big data and advanced

computational capabilities. Even those first responders who

are digitally savvy or even digitally native may be wary of

algorithmic biases creeping into AI-powered tools, potentially

skewing data analysis or leading to discriminatory decision-
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making in critical situations [9].

The FCC’s main role during emergencies is to regulate

telecommunications carriers, ensuring reliable and resilient

communication services. This includes mandating carriers to

offer text-to-911 services and promptly inform Public Safety

Answering Points (PSAPs) of service impairments [21]. The

FCC also enforces outage reporting, strengthens e-911 con-

nections, and convenes groups to develop best practices for

emergency communications. Though not directly overseeing

PSAPs, the FCC aids carriers in service restoration, like

facilitating fuel supply for backup generators during crises.

Additionally, the FCC regulates Wireless Emergency Alerts,

focusing on message details and coverage accuracy [22].

Finally, stakeholders across the board acknowledge the cru-

cial role of human expertise in guiding AI, advocating for

clear oversight mechanisms to ensure responsible technology

application and maintain human accountability in life-or-death

scenarios [23], [24].

Although these challenges are significant, they are not

necessarily insurmountable. Other technologies have been suc-

cessfully introduced to first responders and good practices for

so doing from this and other realms are known. Achieving eth-

ical AI integration is possible with careful data management,

ongoing efforts to reduce bias, and strong privacy protection

methods [25]. Additionally, creating clear and transparent

guidelines for human-AI interaction is crucial for building trust

and ensuring that both emergency responders and technology

can function effectively in this sensitive environment [23],

[24]. By giving priority to ethical issues and encouraging open

communication, we can utilize AI not only to enhance effi-

ciency but also to ensure responsible and equitable emergency

and crisis management.

In the context of evolving technology, LLMs and generative

AI represent a transformative advancement in crisis response,

enhancing real-time emergency management through advanced

language processing and deep learning [26]. Previously novel

technologies like social media have become integral in man-

aging emergencies, and now LLMs could further augment the

capacity to handle critical situational data and public safety

information effectively. The recent earthquake in Turkey on

February 6, 2023, underscores the urgent need for sophis-

ticated systems; the magnitude 7.5 quake caused massive

destruction and highlighted the role of social media in crisis

communication, with affected individuals urgently sharing

information [27]. This event and other recent emergencies call

for advanced response mechanisms that can rapidly identify

and address such situations [28]–[30].

To this end, social media feeds and individual messages,

previously a dense mass of information, can be converted

into actionable insights by AI. LLMs can sift through large

amounts of unstructured data to identify crucial information,

such as distress signals hidden in digital chatter. This capacity

to understand human language as it happens dramatically

enhances situational awareness, aiding first responders in

cutting through confusion with greater effectiveness. This is

the real promise of AI in crisis management: transforming

disparate calls for assistance into a clear picture of needs,

directing response efforts with focused accuracy in challenging

situations.

In this paper, we explore the transformative potential of

foundation Large Language Models (LLMs) like Llama2 [31]

and Mixtral 8x7B [32] into emergency response systems. Our

approach is to employ these AI models to interpret and act

upon data from emergency calls and social media in real-time.

Hence, we fine-tuned these open-source models to optimize the

speed and effectiveness of crisis management, offering a dual

benefit: enhancing the decision-support capabilities of first

responders and providing real-time guidance to those affected

by a huge crisis.

As a means to this goal, leveraging the linguistic and ana-

lytical capacities of LLMs, we present the development of two

frameworks: ’Enhancing 911 Dispatch Efficiency with Large

Language Model Integration’ and ’LLMs for Collective Crisis

Resolution: Public Collaboration’. These frameworks, multi-

modal and data-aware, focus on responsive and interactive

emergency response. In the following sections, we elaborate

on the technical specifications of the proposed systems, offer

comparisons with various open-source models, address the

challenges faced, and evaluate the potential of AI-driven solu-

tions in managing emergencies within complex urban settings.

II. ENHANCING 911 DISPATCH EFFICIENCY WITH LLM

INTEGRATION

The proposed framework integrates Large Language Mod-

els (LLMs) into critical communication systems, specifically

tailoring this integration to enhance the 911 dispatch process.

Central to this system is the real-time processing and analysis

of emergency calls using LLMs, which operate alongside hu-

man dispatchers to improve response efficiency. This approach

embodies a vision of synergistic collaboration between AI and

human expertise, designed to bridge technological innovation

and practical emergency management.

Figure 1 illustrates the proposed system for integrating a

Large Language Model (LLM) into the emergency response

communication process, focusing on supporting the 911 dis-

patch process. The workflow begins when a 911 caller places

an emergency call, which is received by a 911 dispatcher.

Simultaneously, the call is also processed through an LLM,

but it is crucial to note that the LLM does not interact directly

with the caller.

Within the LLM pathway, an existing AI model performs

real-time transcription of emergency calls, converting spoken

language into text and conducting text segmentation for named

entity recognition (NER). This NER process is crucial for

identifying critical information such as emergency types, emer-

gency levels, contact details, and other relevant data. This pro-

cess includes multi-lingual support, a critical feature in diverse,

populous cities such as New York City or Los Angeles. The

transcribed text enables the LLM’s analysis, leading to the

generation of assistive instructions for the 911 responder or

dispatcher. Additional details on LLMs used in this framework,

including multi-lingual capabilities and performance compar-

isons, are provided in Section IV. Moreover, the LLM analyzes
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Fig. 1. Framework Design: Enhancing 911 Dispatch Efficiency with LLM
Integration

the transcribed text to extract vital information, including

contact details, location, emergency level, and category. This

information, marked by a dashed line in the documentation,

indicates its suitability for forwarding to decision support

systems. It assists dispatchers in filling out necessary forms,

incident records, and facilitates communication with other

parties involved in emergency management.

Substantial Advantages

The integration of LLMs into emergency response work-

flows enhances the accuracy and efficiency of incident man-

agement. The LLMs serve as a vital intermediary, improving

communication between the caller and dispatcher and ensuring

that critical information is promptly relayed to emergency

management agencies. This demonstrates AI’s potential in

augmenting current emergency systems. Moreover, the pro-

gression of this technology involves integrating context and

experiential learning. Unlike traditional computing systems,

advanced models like ChatGPT, Bard, Llama, or Mixtral store

information semantically, correlating language, concepts, and

past events. This method resembles reinforcement learning,

using historical experiences as a guide. For instance, dispatcher

interactions with the LLMs, such as disregarding their recom-

mendations, provide valuable feedback. This feedback teaches

the LLMs about the relevance of their findings, prompting

them to adjust future responses toward more meaningful and

contextually appropriate directions. In fact, not only can such

human in the loop learning improve the capability of the AI,

but the ability of the LLM to capture and analyze data can

also facilitate the ability of emergency response organizations

to learn from their accumulated experience.

Another dimension where LLMs can contribute significantly

in the context of emergency response is in addressing the

increasing challenges posed by language barriers. Between

1980 and 2019, the number of people in the U.S. who speak

a language other than English at home nearly tripled [33].

Consider a scenario where a dispatcher faces a language

barrier with a caller. In such instances, LLMs can translate

the caller’s speech into the dispatcher’s language. Furthermore,

they can generate a set of straightforward questions in spoken

language for the dispatcher to ask, thereby aiding in gathering

more detailed information about the incident. LLMs, equipped

with massively multilingual speech knowledge, can detect and

operate in a wide range of languages, including those with

limited data. This feature is particularly valuable in emergency

situations where clear communication can be a matter of life

and death. By integrating multilingual support, LLMs not only

overcome language barriers but also ensure inclusivity and

accessibility in crisis response.

Furthermore, LLMs can analyze transcribed calls and pre-

vious incidents to offer call-takers various response options

for current situations, harnessing collective experience as the

number of veteran call-takers may decline. Positioned as a

virtual institutional memory, LLMs can be accessible to call-

takers from day one. Additionally, as call-takers secure critical

information about unfolding emergencies, LLMs can simul-

taneously develop a new workflow around this information,

ensuring integration with other relevant law enforcement units,

such as dispatch. This approach can further facilitate the more

efficient and rapid mobilization of resources for emergency

management.

III. LLMS FOR COLLECTIVE CRISIS RESOLUTION:

PUBLIC COLLABORATION

Traditional emergency systems often face challenges in

large-scale crises and emergencies, struggling to manage the

high demand for assistance and information [34]. During major

incidents like natural disasters or public health emergencies,

the volume and complexity of requests can overwhelm these

systems, causing response delays and miscommunications,

sometimes leading to network failures, overwhelmed first

responders and breakdowns in emergency management. No-

table examples include Hurricane Sandy in 2012, Hurricane

Ian in Florida 2022 and the Turkey Earthquake in 2023,

which exposed the limitations of existing emergency systems.

Consequently, people increasingly turn to social media to seek

help and share information, making it a vital communication

tool in distress situations.

The use of social media in emergencies, while transforming

into a vital tool for reporting crises and seeking information,

presents significant challenges. The public nature of these

posts raises serious privacy and security issues, as sensitive

personal information can become exposed in widely acces-

sible public domains. This situation underscores the need

for controlled and expertly managed use of such platforms,

potentially enhanced by the integration of Large Language

Models (LLMs) for more effective emergency communication

while safeguarding personal privacy.

To address these challenges, in our second framework, we

propose an innovative system design, as illustrated in Figure

2, that leverages LLMs to assist the public during major

emergencies. The system revolves around an LLM-enhanced

mobile app, aiming to deliver AI-enabled, real-time instruc-

tions and information to those impacted by crises. Managed
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Fig. 2. LLM-Assisted Public Collaboration System Design

by local emergency response centers, this app is tailored

to establish a communication channel with first responders

and offer immediate, pertinent advice to the crowds during

emergencies. In pursuit of this, the LLM-enhanced mobile

app, backed by the analytical intelligence of LLMs, can offer

guidance on critical aspects such as safe shelter locations,

provisions such as food and water, and where to wait for

help. It can also provide personalized instructions based on the

user’s specific situation and location, which are automatically

collected in users’ messages via the application.

Substantial Advantages

Considering large-scale emergencies involving extensive

populations, the primary functionality of the proposed frame-

work is its capacity to systematically categorize various emer-

gency types under authoritative oversight. For example, this

system can classify incidents into groups, such as medical

emergencies, fires, or infrastructure damage, and then relay

this differentiated information to the corresponding local emer-

gency response agencies. This systematic categorization en-

ables a more structured and effective response from emergency

response agencies.

As highlighted in the previously mentioned framework, the

integration of multilingual support in LLMs not only helps

overcome language barriers but also reinforces inclusivity and

accessibility in crisis response.

Furthermore, the integration of LLMs into public emergency

response systems offers a promising avenue for enhancing

the efficiency and effectiveness of crisis management. By

leveraging the power of AI to analyze the vast amount of

data in seconds, categorize, and delegate the information

of the emergency incidents to the corresponding authorities

in a reverse crowd-sourcing manner, this framework can

significantly improve the capacity of emergency services to

handle large-scale crises. Moreover, by providing real-time,

accurate information to the public, it empowers individuals

to make informed decisions during emergencies, ultimately

contributing to a more resilient and responsive emergency

management ecosystem.

Please note that there exists a Text-to-911 service that

enables text message communication with 911 emergency call

takers, which is crucial for those with hearing or speech

disabilities. It offers a critical alternative in scenarios where

voice calls are impractical or unsafe. However, depending on

the policies and decisions made by each individual emergency

call center within the respective counties, the availability of

this service may vary at the county level. Our proposed LLM-

assisted framework is designed not to replace but to supple-

ment and improve this existing communication infrastructure.
IV. METHODOLOGY

The methodology of this paper focuses on choosing and

refining a suitable AI model with the help of a reliable, top-

notch dataset. Crucial to training the LLM is a dataset that

is diverse and accurately annotated, especially in the context

of emergency response, where precision is paramount. The AI

model must strike a balance between computational efficiency

and nuanced language understanding to interpret various sce-

narios accurately. This synergy of a carefully curated dataset

and an effective model is fundamental to achieving both

accuracy and promptness in emergency response scenarios.
A. Model Selection

In our investigation to identify the most suitable LLM for

analyzing emergency situations, we focused on the Llama2

[31] and Mistral [32] models. The Llama2 model, with its

variants of 7B, 13B, and 70B, offers a scalable approach to

language processing, capable of handling complex linguistic

tasks with varying degrees of computational resources. The

Mistral models, including the 7B and 8x7B versions, are also

noteworthy open-source options known for being relatively

smaller compared to Llama2 but proven to be effective in

language understanding and processing tasks. These models

were chosen for their proven performance and adaptability in

complex language analysis.
B. Datasets

Our research utilized two distinct datasets for fine-tuning

the selected models. The first, the Turkey Earthquake X Corp.

Dataset, comprises 500 tweets about the Turkey earthquake.

These tweets are classified into two categories: Class 1, with

300 tweets from individuals directly affected by the earth-

quake seeking help and sharing location and contact details,

and Class 0, including 200 tweets - 150 containing similar

keywords to Class 1 such as ”earthquake,” ”food,” ”blanket,”

etc., and 50 unrelated to the earthquake.

The second dataset, the Emergency-Disaster Messages

Dataset, encompasses over 25,000 social media messages

linked to various disasters, including the 2010 Haiti earth-

quake, the 2010 Chile earthquake, the 2010 Pakistan floods,

and the 2012 Hurricane Sandy in the U.S.A. It covers a

broad range of events and years, with non-English messages

translated into English for uniformity. Please be aware that the

data provider did the translation of these messages.

In Figure 3, we chart the distribution of different types

of emergency-related messages. The most common cate-

gories, ’emergency’ and ’aid related,’ account for 76.47% and
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Fig. 3. Class Distribution in the Emergency-Disaster Messages Dataset

41.71% of messages, respectively, indicating a high frequency

of requests for immediate aid. Following this are the categories

’weather related’ and ’direct report,’ which indicate that a siz-

able portion of messages are about weather-related issues and

firsthand accounts of emergencies. Less frequent categories

include requests for food, reports of earthquakes, and storm

information. The least mentioned categories are related to

offers of help, situations involving children alone, and inquiries

about shops, indicating these are not as commonly discussed

in emergency-related communications.

The data distribution highlights a significant imbalance,

reflecting the complexity and challenge in curating emergency

response datasets that require expert validation for message

classification. This difficulty underscores the need for ex-

panded and focused dataset development in future work. Our

collection of earthquake-related data from Turkey’s recent seis-

mic event is a step towards addressing this gap, recognizing the

crucial role of accurately labeled datasets by knowledgeable

experts in improving emergency response systems.

C. Additional Resources
In addition to the datasets, we incorporated training ma-

terials such as the FEMA handbooks, emergency response

guidelines, and 911 dispatcher training manuals. These re-

sources provide the LLM with context and guidelines for

generating assistive advice, ensuring that the responses are

not only accurate but also practical and in line with standard

emergency response protocols.

D. Preprocessing & Prompt Engineering
The effectiveness of the LLMs in emergency response

depends significantly on the preprocessing of the datasets

and the engineering of prompts used for model training. The

datasets, including the Turkey Earthquake X Corp. Dataset

and the Emergency-Disaster Messages Dataset, underwent a

thorough cleaning process. This involved removing special

characters and emojis, filtering out irrelevant information, and

discarding very short messages that lacked sufficient context.

Such preprocessing ensures that the data fed into the LLM

is relevant and clean, thus improving the model’s learning

efficiency and accuracy.

Prompt engineering is crucial in our approach, involving

the craft of prompts that lead the model to effectively parse

and classify emergency communications. We experimented

with various prompt structures to refine both Llama2 and

Mistral models’ performances, using both multiclassification

and binary classification techniques to determine the rele-

vance and category of emergency messages. This process is

instrumental in teaching the model to discern and accurately

label emergency situations. The cleaned input texts, expected

responses, and system prompts were combined to generate

a comprehensive dataset suitable for fine-tuning Llama2. By

refining the input data and crafting precise prompts, we aimed

to enhance the model’s ability to provide accurate, relevant,

and rapid assistance in crisis scenarios.

E. Supervised Fine-Tuning
Supervised Fine-Tuning (SFT) is integral to training models

like Llama2 and Mistral, particularly for models with ex-

tensive parameters. The pre-trained foundation models fine-

tuned using the curated dataset to enhance their precision

for emergency communication. We also utilized LoRA, a

technique that allows only a small portion of the model to

be trainable, thus reducing the number of learned parameters

significantly. This allowed for efficient training by modifying a

fraction of the models, thus reducing the number of parameters

significantly and enabling the model to handle the intricacies

of emergency scenarios.

The model’s size and computational load are further opti-

mized using Quantized Low-Rank Adapters (QLoRA), which

sit atop a quantized, frozen model, preserving the base model’s

robustness. This fine-tuning process, which involves precise

quantization, leads to a compact model without significantly

affecting performance. The resulting model, which requires

saving only the modifications, is compatible with various data

types and retains the original model’s integrity.

In enhancing the training process, techniques like NEFTune

noise [35] and Flash Attention 2 [36] were incorporated to pre-

vent overfitting and improve attention mechanism efficiency.

By applying these methodologies to specific settings, the

models are fine-tuned to efficiently and accurately process

emergency communications, resulting in streamlined models

adept at crisis response.

F. Hardware Requirements
Training and deploying the Llama2 and Mistral models

involved significant computational resources, leveraging the

NVIDIA Base Command Cloud System for necessary pro-

cessing capacity. We utilized NVIDIA A100 GPUs with

80GB VRAM for training the Llama2 13B model on over

20,000 texts. These GPUs facilitated quicker training and data

management, essential for the real-time analysis required by

our emergency response system. With methods like parallel

processing, quantization and Flash Attention 2, training was

expedited, culminating in a model that responds within two

seconds, a critical factor for emergency scenarios.
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TABLE I
METRICS OF THE TESTED MODELS

Model Prec. Recall F1 ROC-AUC Acc.

Llama2-7B-chat 0.79 0.75 0.77 0.87 0.48

Llama2-13B-chat 0.78 0.78 0.78 0.88 0.50

Llama2-70B-chat 0.82 0.88 0.85 0.93 0.69

Mistral-7B-instruct 0.80 0.69 0.74 0.84 0.41

Mixtral-8x7B-instruct 0.68 0.72 0.70 0.84 0.35

V. EXPERIMENTAL RESULTS

In our search for the ideal large language model for ana-

lyzing emergency situations, we assessed the Llama2 variants

with 7B, 13B, and 70B parameters, alongside the Mistral mod-

els with 7B and 8x7B parameters. Our initial findings indicated

that the 7B models, being smaller, provided quick processing

times and handled simpler queries with high efficiency. Their

compact size, however, did present limitations in complex

understanding and contextual comprehension.

The training losses, as illustrated in figure 4, reveal how

each model learns to minimize errors over epochs. All models

show a downward trend in training loss, indicating that learn-

ing is taking place effectively. Notably, Llama2-70B exhibits

the steepest decline in training loss, suggesting a superior

learning capacity likely due to its larger parameter count,

which enables a deeper understanding of complex patterns in

the data. However, it is also observed that the Llama2-70B

model begins to plateau after epoch 4, which could indicate

the beginning of overfitting or reaching its learning capacity.

In figure 5, validation losses can be observed. Generally,

Llama2 models initially perform better for 2 epochs, but as

epochs increase, their losses rise, indicating potential over-

fitting to the training data. This highlights the challenge of

finding a balance between model complexity and generaliz-

ability to new data. In contrast, Mistral 7B and 8x7B models

show more stability in validation losses, suggesting better

generalization despite their smaller size and indicating that

they can be trained for more epochs.

In our study, we prioritized the multi-classification task for

analyzing emergency situations, categorizing messages into

specific emergency classes. We navigated the task’s com-

plexity due to the subtle and overlapping nature of class

characteristics. For example, a user’s message might pertain to

’fire,’ ’electricity,’ and ’shelter’ simultaneously. We measured

the models’ performance using metrics such as accuracy, F1-

score, and ROC-AUC, drawing from 1000 samples across all

models. These metrics, detailed in Table I, are vital for a

detailed evaluation of the models’ capabilities in emergency

context analysis.

In the domain of emergency classification, it is imperative to

consider the importance of correctly identifying true emergen-

cies (true positives) over incorrectly labeling non-emergencies

as emergencies (false positives). Given the potentially life-

threatening nature of missed or delayed emergency responses,

the cost of false negatives is significantly higher than that

of false positives. In such a context, Micro averaging is a

crucial evaluation method, especially when dealing with class

imbalances in multi-classification tasks. It combines the true

positives, false positives, and false negatives across all classes

by treating every prediction equally to compute metrics such

as accuracy, F1 score, and ROC-AUC. This approach ensures

that the metrics are not skewed by the overrepresentation

of any single class, providing a more reliable measure of a

model’s effectiveness in classifying emergency situations, and

therefore, all metrics we presented are micro-averaged.

Accuracy, the simplest metric, represents the percentage of

correct predictions. However, in a multi-class context with an

unbalanced dataset, accuracy can be misleading. To address

this, additional metrics were considered. The F1-score, used

in binary classification, balances recall and precision. It is

the harmonic mean of these two measures, providing a com-

prehensive assessment of the model’s ability to identify each

class. The Receiver Operating Characteristic (ROC) curve, cru-

cial for binary classifiers, depicts performance across different

discrimination thresholds. The Area Under the Curve (AUC)

quantifies discriminative power, with higher values indicating

superior performance. AUC values near 1 signify a perfect

classifier, while 0.5 suggests random guessing. This metric

is valuable for evaluating classifiers on imbalanced datasets,

ensuring a thorough assessment in multi-classification tasks.

The Llama2 models, as illustrated in Table I, display

a strong performance across accuracy, F1-score, and ROC-

AUC, indicating their robust ability in emergency situation

classification. The Llama2-70B model, in particular, excels,

showcasing its strength in nuanced language processing. Con-

versely, the Mistral models, despite lower accuracy, show

high F1 and ROC-AUC scores, suggesting effectiveness in

identifying true positives over various thresholds. The Llama2

models also demonstrate superior capability in classifying non-

English messages, providing accurate emergency analysis with

efficient processing across multiple languages.

Based on our experimental outcomes, we have determined

the Llama2 13B chat model to be well-suited for our objec-

tives. This model stands out with its 13 billion parameters,

striking an optimal balance between size and performance.

It excels in deciphering the subtleties of language, which is

paramount for analyzing social media communications during

emergencies. Its architecture, fine-tuned for conversational AI,

enables the delivery of coherent and context-aware responses,

aligning perfectly with the critical need for precise and prompt

interpretation of emergency-related data in our project.

VI. POTENTIAL PROBLEMS

The integration of artificial intelligence (AI) in emergency

response services like 911 operations and healthcare has the

potential to significantly enhance efficiency and predictive

abilities. However, this integration requires careful considera-

tion of various challenges. Misinformation in crisis situations

is a primary concern, where AI can help identify and counter

false information through data analysis and collaboration with

fact-checking systems. Strategies such as stratification of infor-

mants, credentialling and credibility rating of those reporting

information can help. Public awareness campaigns, supported
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Fig. 4. Training losses of different models over epochs Fig. 5. Validation losses of different models over epochs

by AI-generated content, are also vital for educating the public

about misinformation.

Another significant issue is the potential for AI systems

to exhibit societal biases, such as slower response times as

in certain demographic areas or misidentification in facial

recognition technologies. This could lead to discriminatory

practices. The reliability and accuracy of AI in high-stakes

situations, like firefighting and emergency search and rescue ,

are crucial, as AI systems based on imperfect data can make

erroneous decisions. The vulnerability of these systems to

cyberattacks adds to the risk.

The dilemma of balancing human judgment with AI

decision-making is also critical, especially since AI lacks nu-

anced understanding of human emotions and ethical considera-

tions. This could lead to AI systems prioritizing efficiency over

compassionate responses. Additionally, issues of accessibility

and equity arise, as the unequal distribution of technology can

exacerbate social disparities.

The paramount importance in the application of AI within

emergency settings lies in addressing privacy concerns, given

the frequent processing of sensitive personal data. Ensuring

data privacy while leveraging AI for public safety is a complex

but essential task. Lastly, the transparency and explainability of

AI systems are key to maintaining public trust and account-

ability, necessitating the development of AI models that are

not only effective but also transparent in their decision-making

processes.

VII. ADDRESSING TECHNICAL CHALLENGES: DATA AND

MODEL POISONING IN AI SYSTEMS

In the realm of AI-driven emergency response systems,

addressing the technical challenges posed by data and model

poisoning is paramount for ensuring system integrity and

reliability.

A. Data Poisoning: Threats and Mitigation Strategies

Data poisoning presents a formidable challenge to the

integrity of AI models, notably LLMs. This phenomenon

occurs when malicious entities intentionally introduce cor-

rupted, misleading, or biased data into the training dataset.

The objective is to manipulate the model’s learning trajectory,

resulting in outputs that are inaccurate, biased, or inappropri-

ate. In emergency response scenarios, the ramifications of data

poisoning can be profound, potentially leading to misdirection

of services, erroneous interpretation of emergencies, or failure

to recognize legitimate distress signals.

To counteract data poisoning, implementing stringent data

validation and filtration protocols is essential [37]. This ap-

proach encompasses comprehensive scrutiny of data origins,

continuous surveillance of incoming data for signs of ma-

nipulation, and the enforcement of rigorous data governance

principles. Also, using adversarial training methods, which

expose the model to made-up attack vectors while it is being

trained, can make it much more resistant to these kinds of

threats.

B. Model Poisoning: Identification and Countermeasures

Model poisoning poses another significant threat but op-

erates by targeting the AI model’s learning mechanism or

output directly. Attackers may employ tactics such as backdoor

attacks, wherein specific inputs are engineered to trigger

aberrant or detrimental model behaviors, or they might ex-

ploit vulnerabilities inherent in the model’s architecture or its

operational framework.

To safeguard against model poisoning, it is vital to conduct

thorough audits of the model’s architecture and deployment

environment [38], [39]. This includes identifying potential

backdoors and vulnerabilities that could be exploited by at-

tackers. Regular updates and patches to the model’s frame-

work, along with continuous monitoring for unusual model

behavior, are crucial steps in maintaining the security and

integrity of AI systems in emergency response scenarios.

Additionally, leveraging advanced defensive techniques, such

as anomaly detection algorithms and reinforced learning envi-

ronments, can provide an additional layer of protection against

model poisoning attacks.

VIII. CONCLUSION & FUTURE RESEARCH

In the realm of emergency response, LLMs, such as Llama2

and Mistral, can be transformative tools. Their integration

into crisis management systems exemplifies the pivotal role

of AI in enhancing efficiency and effectiveness. In this pa-

per, we developed two advanced frameworks for optimizing
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911 dispatch operations and informed public cooperation

and self-protection, both of which underscore the remarkable

capabilities of LLMs. To this end, we have fine-tuned 5

different models: the Llama2 models 7B, 13B, 70B and the

Mistral models 7B and 8x7B. After careful consideration of

the available options, we ultimately chose Llama2 13B as

our preferred solution. These models excel in their ability

to process complex, multilingual communications, providing

context-aware responses. This feature not only fosters inclusiv-

ity but also bridges language gaps, ensuring that diverse voices

are heard and valued in challenging situations. However, it

is crucial to acknowledge and address potential issues such

as bias and privacy concerns in AI applications. The ethical

and responsible deployment of AI is imperative in sensitive

domains like crisis management.

Summing, generative AI has the potential to add consider-

able value to emergency response as it does to so many other

contemporary and near future domains. The ongoing refine-

ment and evaluation of these models—and their application to

a variety of problems of crisis and emergency management–

are crucial to enhance their effectiveness. Future research

endeavors should concentrate on the ethical integration of AI,

with a focus on fostering collaborative, equitable, and efficient

emeregency and crisis management practices. This approach is

essential for safeguarding public well-being in times of crisis.
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