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Abstract—The safe navigation of Autonomous Surface Vehicles
(ASVs) critically depends on their ability to detect objects, such as
other vessels or obstacles. However, the variable and often harsh
environment, characterized by fluctuating weather and image
distortions, presents significant challenges for reliable object
detection. To ensure a safe system operation, it is imperative to
understand the extent of these challenges and identify specific vul-
nerabilities. In this paper1, we evaluate the corruption robustness
of state-of-the-art real-time object detection models for ASVs. We
conduct a comprehensive analysis across various model scales,
employing three distinct waterborne object detection datasets.
By augmenting each test dataset with 15 types of corruption, we
investigate model robustness according to two proposed metrics.
Our findings reveal that certain corruption types markedly
impair object detection performance, which could pose significant
safety risks in autonomous shipping. Conversely, some corruption
types have minimal effect on performance, regardless of the
model or dataset. Furthermore, the results reveal a notable
correlation between the scale of object detection model and
its robustness, with larger models generally exhibiting higher
resilience to corruption.

Index Terms—corruption robustness, real-time object detec-
tion, autonomous surfaces vehicles, model resilience

I. INTRODUCTION

With the rapid development of artificial intelligence and

other information and communications technologies which

have been widely deployed in autonomous systems, the devel-

opment of ASVs has increasingly gained attention in the last

decade. The concept of an ASV was defined in the European

This project has received funding from the European Union’s Horizon
2020 research and innovation programme under the Marie Sklodowska-Curie
grant agreement No 955768 (AUTOBarge) and FET-Open grant agreement
No 964505 (E-pi).

1For reproducibility, the source code and dataset splits used in the pa-
per are available at https://gitlab.kuleuven.be/m-group-campus-brugge/dtai
public/publications/ieee cai24.

Waterborne Technologies Platform [1], serving as the foun-

dation of autonomous vessels. From then on, many projects

on unmanned and autonomous vessels have emerged [2].

Research conducted by the Maritime Unmanned Navigation

through Intelligence in Networks (MUNIN) project concluded

that, in general, there are no major obstacles to the realisation

of fully autonomous vessels, although a few constraints need

to be addressed [3]. DNV GL, a company headquartered in

Høvik, Norway, has developed an autonomous ship prototype

used for Short-Sea-Shipping (SSS), named the ReVolt [4]. The

Advanced Autonomous Waterborne Applications Initiative

(AAWA) was launched in 2015 aiming to create preliminary

designs of autonomous ships [5]. Later, YARA Birkeland,

targetting to become the world’s first fully electric autonomous

and zero emission container feeder, has finished its design

relying on the outcome of MUNIN in 2017 and commenced

commercial operation with the first set of highly automated

systems and onboard crew in 2022.

Generally speaking, ASVs rely on accurate and efficient

vision-based object detection as a critical component to

navigate safely and make intelligent decisions in real-time.

Although sensors such as LiDAR, radar, and sonar are also

used to enhance situational awareness, visual cameras are

better at object classification and identification, thanks to the

wealth of information derived from high-resolution images.

Furthermore, object detection is the foundation of many key

tasks in ASVs such as object tracking and path planning.

There are basically two main categories of deep learning

algorithms in object detection: two-phase and single-stage

approaches. The two-phase approach first generates a set of

region proposals and then classifies each proposal as an object

or background. Compared with two-phase approaches, single-

stage object detection algorithms do not require an explicit
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region proposal step, but predict the class and location of

objects directly in a single shot, including You Only Look

Once (YOLO) [6], Single Shot Multibox Detector (SSD)

[7] and NanoDet-Plus [8]. This makes them suitable for

real-time applications like ASVs with higher speed and less

computational cost, though usually with a trade-off against

accuracy [9].

Nevertheless, the adoption of vision-based approaches for

ASVs presents a major challenge: ensuring robustness and reli-

ability [10]–[14]. The risks are significant, as object detection

failures in ASVs can lead to severe incidents like powered

collisions, identified as an unacceptable hazard in maritime

operations [10]. Due to the known robustness limitations of

vision-based deep learning models, the field has focused on

adversarial perturbation robustness and naturally occurring

data corruption robustness, the so-called natural robustness

or corruption robustness [15], [16]. For natural robustness,

benchmarks like IMAGENET-C and IMAGENET-P evaluate

image classification models against common corruption and

pertubations [15], [17]–[19], and efforts have been made

to evaluate object detection in autonomous driving [20].

However, a comprehensive evaluation specifically for ASVs

remains conspicuously absent. This gap is critical, considering

the existing strategies to enhance model robustness for ASVs,

such as data augmentation [21] and network architecture

refinement [22], [23], are often limited to few corruption types

and one single model, without a collective understanding of

the full spectrum of challenges in ASV environments. Our

work fills this gap by providing a comprehensive evaluation

of corruption robustness for ASVs. The main contributions of

this paper are summarized as follows:

• We address a key concern in utilizing vision-based object

detection for ASVs by comprehensively evaluating the

robustness of leading real-time object detection methods

in the context of autonomous shipping. Our analysis spans

three waterborne object detection datasets, each with

distinct characteristics, providing a broad and insightful

assessment of current technological capabilities in this

field.

• Our research categorizes the 15 types of corruption we

applied into two distinct groups: susceptible and insus-

ceptible corruption. This categorization, based on the

preserved model performance, reveals significant gaps

in current model robustness against specific corruption

types in ASVs. This critical finding not only highlights

these gaps but also urgently calls for the development of

targeted methodologies to enhance the resilience of these

systems, paving the way for safer and more reliable ASV

deployment.

• We explore the relatively unexplored territory of the

relationship between model scale and corruption robust-

ness in object detection models. Our findings indicate

a notable trend: larger models tend to demonstrate en-

hanced robustness against susceptible corruption. This

discovery offers valuable insights into model optimization

strategies, particularly in enhancing real-world applica-

bility and performance of ASVs. Our work significantly

contributes to the understanding of how model scaling can

be used to enhance robustness in practical applications.

II. METHODOLOGY

To investigate the efficacy and robustness of real-time

object detection approaches in the context of ASVs, our work

evaluates the performance of distinct approaches in a spectrum

of digital and environmental corruption. Additionally, the

influence of model scale on these methodologies’ performance

is also evaluated and analyzed. In this section, the chosen

object detection algorithms, the selection of datasets, the

methodology adopted to generate corruption, as well as the

evaluation metrics utilized are presented.

A. Real-time object detection approaches

Prioritizing real-time capability as the primary concern

while balancing performance in terms of accuracy, the evalua-

tion encompasses three main approaches: YOLOv8 [24], SSD

[7], and NanoDet-Plus [8].

1) YOLOv8: YOLOv8 is the latest version of YOLO,

launched in January 2023 by Ultralytics. According to Ul-

tralytics, YOLOv8 is a state-of-the-art model that builds on

previous YOLO versions with new features. To cater to

different scenarios and strike a balance between efficiency

and accuracy, YOLOv8 offers five different scales known as

n/s/m/l/x. Among these options, YOLOv8n is the smallest

model offered, while YOLOv8x is the largest.

In this paper, we use all five models of different scales for

robustness evaluation.

2) SSD: SSD is a classic real-time object detection algo-

rithm. SSD forecasts both scores and box offsets using a pre-

defined collection of anchors with varying scales, positioned

at each location across multiple feature maps obtained from a

Feature Pyramid Network (FPN). SSD can work with different

network backbones such as VGG, ResNet, EfficientNet, and

MobileNet.

In this paper, we use ResNet as the network backbone of

SSD with the implementation in [25]. Specifically, we also

consider different sizes of the ResNet backbone, including

ResNet-18, ResNet-34 and ResNet-50 [26].

3) NanoDet and NanoDet-Plus: NanoDet is an one-stage

anchor-free real-time object detection model which is fast

and lightweight. In a recent survey [27], a comprehensive

study of various real-time object detection algorithms consid-

ering 8 different dimensions including accuracy, speed, natural

robustness, and adversarial robustness, is conducted. In the

investigation, NanoDet reaches the highest scores on most

of the axes. NanoDet-Plus is the next version of NanoDet,

which further improves the accuracy with 30% at the cost of

an increase of 1ms in latency.

In this work, we use NanoDet-Plus for robustness evaluation

with input resolution 416*416. Two different model sizes are

provided in [8], NanoDet-Plus-m and NanoDet-Plus-m-1.5x,

respectively.
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Fig. 1. An example image from the SeaShips dataset under 15 types of corruption at severity 3.

B. Datasets

To enhance dataset diversity, we include datasets with

various camera settings (onboard, onshore, and on a drone)

and distinct waterborne environments (maritime and inland

waterway).

1) SeaShips: Seaships is a large-scale and well-annotated

maritime dataset specifically designed for ship object detection

[28]. The online released version of SeaShips includes 7000

images in total, consisting of six common ship types: ore

carrier, passenger ship, container ship, bulk cargo carrier,

general cargo ship, and fishing boat. This dataset is obtained by

cameras deployed in different locations onshore. The dataset

also includes ship images of various sizes, under different

lighting conditions and from different viewpoints.

2) Singapore Maritime Dataset (SMD): SMD is another

widely used maritime object detection and object tracking

dataset [29]. This dataset provides Visual-Optical (VIS) and

Near Infrared (NIR) videos taken from Singapore waters with

10 classes of annotations. In this paper we only consider the

VIS videos. The dataset includes VIS videos taken from both

the onshore and the onboard cameras. Different illumination

conditions such as fog, daylight, and dark/twilight are also

covered in this dataset.

3) Shared Situational Awareness between Vessels (SSAVE):
SSAVE is a small-scale dataset which contains 827 repre-

sentative images gathered in various Belgian waterways [30].

Different from SeaShips and SMD, SSAVE is an inland

waterway dataset with specific backgrounds and objects such

as various types of markers on the water surface. The images

in SSAVE are captured either onboard from a navigating barge

or from a camera mounted on a drone.

C. Corruption

In existing literature, there are two distinct technical routes

for benchmarking corruption robustness: one using corrupted

images collected from real-world scenarios and the other

using synthesized corruption. Each has its unique strengths

and limitations. For synthesized corruption-based benchmarks,

creating a test dataset with various severity levels of abundant

corrupted images is comparatively easier, more cost-effective,

and practical when compared to collecting corrupted images

from a wide range of real-world scenarios. Additionally, this

approach allows for the reuse of object detection labels, mak-

ing it a reasonable choice for providing verification of known

unknowns. There might be a pertinent concern regarding the

extent to which offline evaluations conducted on corruption

robustness benchmarks accurately mirror a model’s resilience

in real-world scenarios. However, improvements in artificial

robustness benchmarks are already found to be transferable to

real-world distribution shifts in literature [19]. In this work,

we evaluate models with synthesized corruption, using 15

different corruption types initially proposed by ImageNet-C

[15]. Each corruption includes 5 levels of corruption severity.

The 15 corruption types can further be categorized as three

categories, related to the lighting condition or the weather

condition (Gaussian noise, shot noise, glass blur, snow, frost,

fog, brightness, and contrast), related to the camera movement

(defocus blur, motion blur, and zoom blur), and related to

digital processing or errors that occured during digital pro-

cessing (impulse noise, elastic transform, pixelation, and JPEG

compression), making them also common to ASVs. Fig. 1

depicts an example from the SeaShips dataset corrupted with

the 15 corruption types.

D. Metrics

We evaluate the performance of object detection mod-

els with two standardized performance metrics: mAP50 and

mAP, where mAP50 denotes the mean Average Precision

computed at 50% Intersection over Union (IoU) and mAP
denotes the mean Average Precision averaged over 10 IoU

values ranging from 0.50 to 0.95 with a step size of 0.05

(.50:.05:.95). The two metrics align with APIoU=.50 and AP
in the COCO benchmark respectively [31].

As a mathematical definition of robustness is still largely

missing in literature, similar to other existing works [20], we

consider the robustness here as a model’s ability to preserve its

model performance under natural corruption. We also assume
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that a model’s ability to preserve its model performance

under natural corruption may vary depending on the type of

corruption. Based on this assumption, we propose two metrics

to evaluate model robustness under a specific corruption type.

These metrics are derived from the two standardized perfor-

mance metrics, mAP50 and mAP.

Based on mAP50, we define a robustness metric on a

corruption type as the relative mean average precision at 50%

IoU on the corruption type c:

rmAP50
c =

1

S

∑S
s=1 mAP50

s,c

mAP50
× 100%, (1)

where s denotes the level of severity of this corruption, S
is the total number of severity levels (S equals 5 in this

work), mAP50
s,c stands for the mean Average Precision at

IoU 50% obtained under corruption type c at severity level s,

and mAP50 stands for the measure obtained on the clean test

dataset without synthesized corruption. rmAP50
c then is the

preserved percentage of mAP50 performance under corruption

type c averaged across all levels of severity.

Similarly, based on mAP, we define another robustness

metric on a corruption type as the relative mean average

precision which averages over IoUs between 50% and 95%

on corruption type c:

rmAPc =
1

S

∑S
s=1 mAPs,c

mAP
× 100%, (2)

where mAPs,c stands for the mean Average Precision aver-

aged over IoUs under corruption type c at severity level s, and

mAP stands for the measure on the clean test dataset without

any synthesized corruption. Similar to rmAP50
c, rmAPc

denotes the preserved percentage of mAP performance when

subjected to corruption type c, averaged across all levels of

severity.

We also define two average robustness metrics to represent

the robustness averaged over various corruption types based

on rmAP50
c and rmAPc respectively, which are calculated

as follows:

rmAP50
avg =

1

C

C∑

c=1

rmAP50
c, (3)

rmAPavg =
1

C

C∑

c=1

rmAPc, (4)

where C stands for the total number of corruption types that

we focus on. rmAP50
avg and rmAPavg represent a model’s av-

erage ability to preserve its performance over various defined

corruption types.

III. RESULTS AND DISCUSSION

In order to assess the performance degradation exhibited

by real-time object detection models employed in the context

of ASVs when exposed to diverse corruption types, we adopt

a structured two-stage methodology to evaluate their relative

robustness. The first stage entails an evaluation of YOLOv8,

SSD and NanoDet-Plus, all performed on the SeaShips dataset.

It is important to note that, for the object detection approaches,

varying sizes of models or network backbones are utilized

within each approach, as introduced in the previous section.

Subsequently, the second stage involves evaluating the same

YOLOv8 models on three different datasets: SeaShips (ex-

periments already performed in the first stage), SMD and

SSAVE. This two-stage methodology enables us to discover

patterns and insights that traverse both varied object detection

algorithms and datasets, thereby facilitating a comprehensive

exploration of the obtained results.

In each stage, models are evaluated on both the clean and the

corrupted test dataset which includes 15 types of corruption

at all five severity levels. Every model undergoes a rigorous

training and evaluation process that is repeated five times.

The results of evaluation obtained from these five runs are

subsequently averaged to yield a consolidated performance

metric.

Tables I and II show the results of the robustness eval-

uation experiments in the first stage and the second stage,

respectively. Given the space limitation, we present results for

only one of the two robustness metrics previously defined,

namely rmAP50
c. Notably, the other metric, rmAPc, yields

findings highly analogous to those of rmAP50
c. The robust

linear correlation observed between the two metrics justifies

our focus on a single metric for clarity and brevity. The

performance of models is variably degraded by different types

of corruption. Corruption can notably induce diverse detec-

tion failures compared to clean dataset performance, includ-

ing missed detections (false negatives), particularly prevalent

among smaller objects, alongside misclassifications, inaccurate

bounding boxes, and spurious detections (false positives).

Figure 2 illustrates these failures in a challenging context

of overlapping ships. This figure encapsulates all discussed

failure types attributable to corruption.

It is somewhat astonishing that, in certain instances, the

relative performance for a few corruption types marginally

surpasses 100%. This suggests that under such corruption,

the model’s performance might be slightly better than its

performance on the clean dataset. Notably, a majority of

these unusual figures originate from the outcomes of the

SMD dataset. This observation leads us to posit that this

phenomenon could be attributed to the presence of noisy

labels and imprecisely located bounding boxes within the

dataset, as the labeling issue within the SMD dataset has been

acknowledged in other works [32].

A. Susceptible vs. insusceptible corruption

The model robustness across different corruption types is

depicted in Fig. 3. This figure, in conjunction with the infor-

mation presented in Tables I and II, shows that models exhibit

varying levels of susceptibility to different types of corruption.

Notably, while some corruption types (namely Gaussian noise,

shot noise, impulse noise, zoom blur, snow, frost, fog, and

contrast) exert a significant impact on these approaches, ren-

dering them highly vulnerable, the other forms of corruption

have minimal influence, showcasing a remarkable degree of
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TABLE I
rmAP50

c (%) - ROBUSTNESS OF YOLOV8, SSD AND NANODET-PLUS ON SEASHIPS DATASET

approach YOLO SSD NanoDet-Plus

model
YOLO

v8n

YOLO

v8s

YOLO

v8m

YOLO

v8l

YOLO

v8x

SSD-

ResNet-18

SSD-

ResNet-34

SSD-

ResNet-50

NanoDet-

Plus-m

NanoDet-

Plus-m-1.5x

gaussian noise 76.1 79.2 84.4 83.8 83.7 58.1 59.4 58.1 56.5 58.9

shot noise 73.5 75.9 81.2 80.4 80.7 54.4 56.0 55.4 50.6 53.2

impulse noise 76.2 78.9 84.8 84.1 84.2 57.3 58.4 56.8 55.4 57.9

defocus blur 98.9 98.5 98.6 98.6 98.6 93.6 94.4 92.0 97.4 97.6

glass blur 99.8 99.8 99.8 99.8 99.7 97.7 98.4 97.3 99.3 99.2

motion blur 98.3 99.0 99.2 99.4 99.4 97.2 97.9 96.6 97.9 98.5

zoom blur 62.3 64.4 63.4 66.2 66.3 57.1 57.8 53.2 77.8 77.1

snow 59.3 64.0 73.4 74.1 74.9 53.7 57.9 61.3 52.4 64.0

frost 54.1 60.4 67.6 68.1 69.1 53.9 59.9 60.8 53.9 54.4

fog 95.0 95.5 97.0 97.7 98.2 81.9 83.6 89.0 72.5 74.0

brightness 99.4 99.4 99.7 99.5 99.5 94.5 95.0 95.6 96.1 96.4

contrast 57.0 59.1 61.7 65.6 69.6 64.0 67.4 74.4 49.2 48.9

elastic transform 100.0 100.0 100.0 100.0 99.9 99.6 100.3 99.4 100.0 100.0

pixelate 100.0 100.0 100.0 100.0 100.0 99.7 100.3 99.6 100.0 99.9

jpeg compression 99.7 99.8 99.8 99.9 99.9 99.0 99.5 98.9 99.0 99.4

TABLE II
rmAP50

c (%) - ROBUSTNESS OF YOLOV8 ON SMD AND SSAVE DATASET

dataset SMD SSAVE

model
YOLO

v8n

YOLO

v8s

YOLO

v8m

YOLO

v8l

YOLO

v8x

YOLO

v8n

YOLO

v8s

YOLO

v8m

YOLO

v8l

YOLO

v8x

gaussian noise 56.3 62.6 65.3 64.6 62.9 76.7 79.3 81.4 84.3 84.1

shot noise 46.2 51.7 55.4 54.9 53.0 78.3 77.8 83.1 84.6 83.1

impulse noise 55.0 60.9 63.7 63.3 60.5 78.1 80.4 84.0 86.1 84.1

defocus blur 96.1 96.6 97.6 99.1 97.6 92.5 93.6 95.5 95.1 97.4

glass blur 98.0 98.7 100.6 101.8 101.2 93.3 93.6 94.6 93.4 95.9

motion blur 96.6 97.9 98.8 100.0 99.5 87.3 85.5 86.7 85.5 89.1

zoom blur 42.4 49.2 51.7 52.3 53.7 29.1 33.5 35.7 37.8 40.5

snow 44.8 62.5 67.8 71.0 72.7 75.7 81.7 89.5 88.8 92.4

frost 45.2 61.0 66.4 70.8 75.8 60.7 73.2 83.4 83.8 88.0

fog 90.7 94.8 98.2 99.7 100.5 78.1 87.2 92.8 93.6 98.5

brightness 98.2 99.2 101.1 102.0 101.7 96.5 97.0 98.4 97.7 100.8

contrast 52.9 65.8 69.5 76.1 79.3 45.3 53.7 62.2 62.8 68.8

elastic transform 100.7 100.6 102.3 102.8 102.4 97.7 98.4 97.7 97.1 100.4

pixelate 101.0 100.8 102.2 103.0 102.1 99.9 100.0 99.1 99.7 102.6

jpeg compression 96.3 97.0 99.0 100.9 98.1 95.6 96.9 95.9 95.3 98.7

resilience. Specifically, models consistently display analogous

susceptibility to identical corruption types, irrespective of the

chosen real-time object detection approach or dataset.

Guided by these findings, we group the 15 corruption

types into two distinct groups: the susceptible corruption

group and the insusceptible corruption group. The susceptible

corruption group comprises eight corruption types: Gaussian

noise, shot noise, impulse noise, zoom blur, snow, frost, fog,

and contrast. Conversely, the insusceptible corruption group

consists of seven image corruption types: defocus blur, glass

blur, motion blur, brightness, elastic transform, pixelate, and

jpeg compression. The visualization of the model robustness

in terms of these two corruption groups is shown in Fig. 3.

In the following analysis, our primary focus will be di-

rected towards the susceptible corruption group, given their

pronounced impact on real-time object detection models used

in ASVs. This emphasis not only illuminates pertinent findings

for future research but also holds relevance for industrial

applications. The imperative to prioritize and enhance robust-

ness against corruption types falling within the susceptible
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Fig. 2. Detection failures appearing in a challenging scenario with overlapping ships, i.e. a container ship in the front and a bulk cargo carrier at back, under
various corruption types. The columns of the figure stand for corruption types while the rows stand for the levels of severity from 1 to 5. Detection failures
such as missed detections (e.g. a3), misclassifications (e.g. b1), inaccurate bounding boxes (e.g. e4), and spurious detections (e.g. b3 where the container ship
in the front is detected as two ships, a general cargo ship and an ore carrier) are included.

Fig. 3. Visualization of the model robustness rmAP50
c and rmAPc on 15 corruption types. The 15 corruption types are clustered into susceptible corruption

and insusceptible corruption, denoted in different colors.

corruption group is thereby underscored. B. Larger models exhibit better robustness

To explore the correlation between model scale and robust-

ness across various corruption types, we conduct a comparative
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Fig. 4. The average robustness of the susceptible corruption types increases
with the model scale. (a) shows the results from the first stage and (b) shows
the results from the second stage.

Fig. 5. The robustness generally increases with model scale.

analysis of average robustness among different model scales.

Our focus is directed specifically at susceptibility to corruption

types that hold substantial influence over model performance,

consequently impacting the safety of ASVs. The results are

presented in Fig. 4. From this figure, a prevailing trend

becomes apparent: larger models, as adopted in all three exam-

ined methodologies, consistently demonstrate higher average

robustness across the three different datasets.

Through an in-depth exploration of specific corruption

types, we further explore the relationship between the par-

ticular susceptible corruption types and model scales, where

a similar trend is found. Due to the page limitation, we show

the observed trend in Fig. 5 for the SSD and the YOLOv8

approach under the four corruption types directly related to

weather conditions: snow, frost, fog, and contrast.

It is crucial to emphasize that the gains in robustness

attributed to varying model scales do not uniformly apply to all

corruption types. Furthermore, it is worth highlighting that the

robustness metrics employed in this study are relative values,

reflecting the percentage of model performance preserved

under specific corruption types.

IV. CONCLUSION AND FUTURE WORK

In this paper, we conducted a comprehensive evaluation of

several state-of-the-art real-time object detection approaches,

YOLOv8, SSD, and NanoDet-Plus in the context of ASVs.

Our evaluation included different model scales on both clean

and corrupted datasets generated by adding 15 types of

common corruption. We introduced two robustness metrics to

analyze the model’s performance on corrupted data. More-

over, in the context of autonomous shipping, our exploration

uncovers a noteworthy revelation: while state-of-the-art real-

time object detection models exhibit susceptibility to specific

image corruption types, they demonstrate resilience against

others. The results show that existing appoaches for real-time

object detection are inadequate in robustness for ASVs under

certain types of image corruption, including those related to

weather conditions. It suggests the need for methodologies

to mitigate this vulnerability in ASVs, such as incorporating

strategies for uncertainty monitoring or increasing reliance on

alternative sensors under those corruption types.

Notably, we observed a consistent trend, whereby larger

models tend to showcase increased robustness against the

susceptible corruption types. This trend, evident across mul-

tiple datasets and all employed object detection approaches,

suggests that model scale plays a key role in shaping corrup-

tion robustness. Based on the trend, there is a need to strike

a balance for ASVs between the model size and computa-

tional capabilities, as model robustness plays a crucial role in

ensuring the safe navigation. Our results offer insights into

enhancing the robustness of object detection models for real-

world applications. However, future research is required to

uncover the causes behind the models’ lack of robustness.

In turn, this can form a solid basis for the development of

effective model monitoring strategies, thereby improving the

safety and resilience of deep learning models. Furthermore,

considering that real-world scenarios often involve multiple

types of corruption simultaneously, exploring this aspect rep-

resents an intriguing direction for future research.
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