
Reconceptualizing AI Literacy: The Importance of
Metacognitive Thinking in an Artificial Intelligence

(AI)-Enabled Workforce

1st Sidra Sidra
Data61
CSIRO

Sydney, Australia

Sidra.Sidra@data61.csiro.au

2nd Claire Mason
Data61
CSIRO

Sydney, Australia

Claire.Mason@data61.csiro.au

Abstract—We propose that metacognitive skills and metacog-
nitive thinking will become increasingly important for effective
use of AI (Artificial Intelligence) systems. As the collaborative
capability of AI systems improves, humans will spend more of
their time working with AI. This is expected to uniquely influence
the human decision-making process. We identify four characteris-
tics that differentiate human-AI interactions from human-human
interaction, each of which is likely to affect our thinking and
decisions. These are (1) the accuracy of our cognitive heuristics
for predicting the behaviour of AI systems, (2) AI’s limited
capability when dealing with novel and ill-defined problems,
(3) the lack of a natural, reciprocal feedback mechanism in
AI systems and (4) the inability of AI systems to engage in
metacognition. Drawing upon the dual-process theory of human
thought process, we argue that these characteristics will diminish
the efficacy of the system one mode of human thinking, making
metacognitive thinking skills important to ensure effective use
of AI systems. We conclude by describing how this need can be
addressed through training and AI design.

Index Terms—Artificial Intelligence, metacognition, cognitive
heuristics, cognitive bias, society, skills, decision-making

I. INTRODUCTION

Artificial Intelligence (AI) technologies have been advanc-

ing rapidly, particularly with the development of Large Lan-

guage Model (LLM) powered systems. Studies exploring the

performance benefits associated with the use of large lan-

guage models (LLM) suggest that these tools improve both

productivity and quality in a wide range of domains [1]–

[4]. Importantly, improvements in fields such as computer

vision and natural language are making AI systems more

collaborative. Consequently, we are likely to see workers

interacting with AI systems to perform a complex task or series

of tasks rather than simply using an AI system to automate a

specific function [5]. The range of tasks that AI can support

is also expanding. It is therefore critical to understand what

skills workers need to use AI systems effectively.

We contend that when humans work with collaborative

forms of AI (such as Large Language Models), the human

and the AI mutually influence one another. The human directs

the AI and determines how to use the output of the AI but the

AI’s responses, the dynamics of interaction, and the frequency

of these interactions will also affect human decision-making

processes. However, human decision-making often relies on

cognitive heuristics that were primarily designed for interac-

tions with other humans. It is therefore important to consider

how interactions between human workers and AI systems

are likely to differ from interactions between two or more

human workers. Below, we identify four characteristics that

differentiate the experience of working with AI from working

with a human worker. We also show that metacognitive skills

and metacognitive thinking will mitigate the impact of these

characteristics.

II. WHAT IS METACOGNITION?

Metacognition, in simple terms, is defined as “thinking

about thinking” [6]. Metacognitive skills involve the ability to

monitor, regulate, and control one’s own cognitive processes

[7]. Before embarking upon a task, metacognitive thinking

allows an individual to plan what course of action to take,

while also accounting for possible outcomes of these pro-

cedures. When actually performing the task, an individual

engages in metacognition by monitoring their thinking pro-

cesses, evaluating the quality of the information they are

using, checking if the strategies they have chosen are effective

and revisiting the task objectives to check that their solution

matches the task’s needs. At the completion of the task,

metacognitive thinking involves reflecting on what worked or

did not work and, if necessary, determining how to approach

the task more effectively in the future [8]. While solving

a problem, metacognitive processes help individuals change

their mental representations as they continuously engage in

thinking about what they know, what needs to be achieved

and what limitations they would face [9].

These cognitive processes are likely to play an increasingly

important role for workers who use collaborative AI systems,

for the reasons we outline below.
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III. DIFFERENTIATING THE EXPERIENCE OF WORKING

WITH AI AND WORKING WITH OTHER HUMAN

INTERACTIONS

A. Cognitive heuristics become more dysfunctional

One of the factors that has the potential to hinder humans

in working with artificial intelligence is the cognitive heuris-

tics that humans have developed based on their experiences

interacting and working with humans. Cognitive heuristics

(also known as cognitive biases) are mental shortcuts that

we have developed to help us make decisions with limited

information and time [10], [11]. Cognitive heuristics are a

feature of system one thinking, which means that they tend

to be initiated automatically rather than consciously [12].

Traditionally, these heuristics represent an important part

of an expert’s proficiency, as they have formed because of

extensive involvement in a field of knowledge [13]. However,

when applied inappropriately, these heuristics turn into biases

because they oversimplify complex situations, leading to errors

in decision-making [12].

The introduction of Artificial Intelligence (AI) as a col-

laborative partner initiates novel heuristics and exacerbates

pre-existing cognitive biases, as the near-human resemblance

but distinct technical capabilities of AI systems alter their

utility. In addition, humans commonly anthropomorphize AI

systems, attributing human-like characteristics to the AI [14].

This tendency is likely to result in humans applying the above

cognitive heuristics (originally designed to predict human

behaviour) to AI systems.

Cognitive heuristics that were developed to predict human

behaviour are likely to be dysfunctional when they are applied

to AI because the behaviour and performance of AI systems

differ systematically from that of humans. For example, hu-

mans have general intelligence, which means that their perfor-

mance on one task is likely to predict how well they perform

on another type of task. Hence, we rely on a cognitive heuristic

known as the halo effect, using a person’s performance on one

task to determine whether they will perform well on another

task. However, AI does not (yet) have general intelligence [15],

which means that it can perform extremely well on the tasks

that it has been trained to perform and very poorly on tasks

that it has not been trained to perform. Tools such as ChatGPT

present well-written solutions or answers. However, as some

have unfortunately discovered to their cost, the quality of its

writing is not a reliable indicator of the accuracy of its output

[16].

In Table I, we list other well-known cognitive heuristics

and explain why they are likely to be more dysfunctional in

the context of working with AI. Metacognition will play an

important role in promoting awareness of one’s own thinking

and diminishing reliance on cognitive heuristics when working

with AI.

B. Spending more time on novel and unstructured tasks

AI outperforms humans in its computational power, making

it far better at processing large amounts of data, recognizing

patterns and predicting outcomes [20]. However, AI systems

are inferior to humans when it comes to dealing with tasks

requiring physical and psychomotor abilities, working in an

unstructured and unpredictable environment, social interaction

and intuitive decision-making [21]–[24]. Consequently, in the

division of labour between human worker and AI system, the

human worker will be responsible for non-routine, unstruc-

tured or novel aspects of the work [25], [26].

Novel and unstructured work usually requires more deliber-

ate, conscious mental effort [27]. This is due to the absence of

readily available, learned strategies. Using their metacognitive

skills, human workers can draw upon their broader experience

to identify ways in which this task is familiar or similar to

others that they have encountered. This awareness allows the

human to suggest ways of defining or approaching the task

that make it amenable to being performed by the AI [28].

The role of the human extends beyond providing structure

or context for the AI system. It includes recognizing non-

routine or novel elements within the context or situation that

may render the AI’s response suboptimal. Humans will also

be responsible for ongoing monitoring and evaluation of AI

output to identify instances where it proves inappropriate, typ-

ically due to unexpected circumstances or misinterpretations

by the AI. This is because AI systems lack the contextual

information and general knowledge that humans possess [15],

which means that it is ultimately up to the human to interpret

the broader environment and the task objectives to ensure

that the output being generated is appropriate and optimal.

This requires the human’s metacognitive ability to evaluate the

quality of information and monitor the output being produced

in relation to the task objectives. Therefore, the human worker

not only handles novel tasks but also remains alert (using

metacognition) in recognizing situations that would necessitate

their intervention.

C. Collaborating without interaction cues

AI systems also lack the rich interaction cues that humans

use to communicate with one another. When working with

humans, norms such as cooperation, shared understanding,

and mutual responsibility govern the interaction [29]. Human

interactions are rooted in the concept of ‘grounding’, which is

the “continuous seeking and providing of evidence about what

has been said and understood...” [30]. Grounding takes various

forms and includes the use of gestures, voice intonation, facial

expressions, non-verbal body cues. When human interlocutors

are not able to see one another, emojis and emoticons are used

in their place [31]. These non-verbal communication cues con-

vey much of the meaning in human-to-human interaction [32],

since they are commonly used to communicate agreement,

understanding, emphasis or conversely, uncertainty, humour,

dissatisfaction and disagreement [33], [34]. They signal when a

recipient seeks further clarification, has additional information

or disagrees with what is being said.

These non-verbal communication cues, which are so im-

portant for effective communication and collaboration, are not

available to humans when working with an AI system. The
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TABLE I
COGNITIVE HEURISTICS

Cognitive
Heuristic

Effect when applied to AI systems

Anchoring Bias:
Giving more
weight to the first
piece of information we
receive [17].

When AI systems provide the initial response to a problem, the anchoring
bias limits the range of potential solutions considered by the human
worker. The anchoring bias is likely to be more detrimental in the context
of working with AI than it is when working with humans. This is because
natural conversations between humans and AI lack the back-and-forth
exchange of ideas that occurs in human-human interactions. In the latter
case, the anchoring effect has a higher likelihood of being mitigated due to
the more dynamic flow of conversation. Additionally, when working with
humans, individuals can subconsciously gauge the confidence level in the
information provided by their human counterparts. However, this
capability is not present in AI. Given the objective and authoritative
manner in which many AI systems respond, it becomes easier to succumb
to the anchoring heuristic in human-AI collaboration compared to human-
human collaboration.

Confirmation Bias:
Seeking information that
confirms our beliefs
without looking for
alternative information [18].

AI systems have much greater information processing capability
so they can draw upon a much larger pool of data to inform their
responses than a human worker. Therefore, when a human user seeks
information that confirms their exists beliefs from the AI, the AI is more
likely to be able to provide information that substantiates these beliefs
(even if there is far more information to support an alternative belief.
Furthermore, unlike a human worker, the AI system will not volunteer
this disconfirming evidence unless specifically asked (or designed) to
provide both confirming and disconfirming evidence.

Overconfidence Bias:
The tendency of individuals
to have more confidence in
their in their own skills
and moral judgments than is
justified by their
performance [19].

In the context of collaborating with AI, the tendency to overestimate one’s
abilities may discourage humans from seeking input from the AI. Whereas
human workers offer unsolicited advice or recommendations when they
perceive a need, AI systems lack the nuanced situational awareness to
inject unsolicited feedback, exacerbating the effects of the overconfidence
bias and limiting the potential benefits of AI collaboration.

AI’s feedback is limited by its design which means that it

may not communicate or even recognize when it lacks all the

information it needs to perform a specific task. It has fewer

channels and opportunities to signal when it seeks further

clarification or can offer additional or conflicting information.

In the absence of the rich, multichannel and continuous com-

munication system used between humans, humans working

with AI systems need to serve as their own ‘critical friend’.

Our metacognitive thinking involves the use of questioning,

perspective-taking, monitoring and evaluation, and therefore

provides an internal source for the some of the ongoing

and nuanced communication that a human would provide. .

Metacognitive skills allow individuals to make more accurate

judgments about their own knowledge and performance [35].

Metacognitive skills also help us to identify and evaluate al-

ternative information and strategies, and adjust our approaches

and decisions based on metacognitive feedback [36]. Although

our metacognition will often lack the diversity of perspectives

and information that another human would provide, it can

lessen the effect of AI’s limited communication and feedback.

D. AI lacks metacognitive capability

Finally, most AI experts agree that AI will not achieve self-

awareness in the short-term [37]. Consequently, AI cannot

think about its own thinking and is not capable of engaging

in metacognition. However, metacognition is a core capability

using which humans judge their decisions. They often know

when they have made a mistake, even without direct feedback,

and they can tell how confident they are in a decision,

which usually aligns with actual performance [38]. These

metacognitive skills help individuals to avoid repeating errors

and prevents them from spending too much time or effort

on choices that are not based on evidence. Another human

with metacognitive skills can help us assess the assumptions

behind our decisions in a shared task. AI systems cannot
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self-monitor or evaluate their own decisions. Therefore, the

task of evaluating both our own and the AI’s ’thinking’

becomes a key skill humans contribute to ensure the shared

goal is being met. In collaborations with AI systems, the

human is likely to be ultimately responsible for metacognitive

functions such as planning, monitoring and evaluation. When

performing a task, cognitive skills are essential for executing

the typical actions associated with that task. Such typical

actions can often be performed by AI but metacognition adds

value through using awareness and oversight to not only ensure

that the correct steps are being followed but also to assess if

the task is progressing as expected and make any necessary

adjustments along the way. As a uniquely human capability,

metacognition is likely to become an increasingly valuable,

AI-complementary skill.

IV. USING METACOGNITIVE SKILLS TO WORK

EFFECTIVELY WITH AI

Above, we attempted to draw out some of the ways in which

metacognitive thinking can address the differences involved

in working with AI systems rather than human collaborators.

In this section, we draw upon research into metacognition to

justify these propositions.

First, metacognition has been found to reduce our reliance

on cognitive heuristics [39]–[41] as it encourages individuals

to assess the broader context, effectively monitor their per-

formance, and recognize when they might be making errors

[10], [42], [43]. With AI introducing a new way of making

decisions [44], this capability to train our minds to use these

metacognitive processes to identify and counter these biases

will become critical .

Second, whereas our cognitive heuristics can be func-

tional when dealing with well-known situations or tasks, the

slower system two thinking and benefits of metacognition are

most beneficial when dealing with novel tasks or ill-defined

contexts. This is because they facilitate creation of mental

representations of the essential structural characteristics of a

problem, which can be easily generalized to newer problems

that have different surface features [45], [46]. Metacognitive

skills improve our ability to transfer our knowledge and skills

to new and unfamiliar contexts [47]–[49]. In a novel situation,

we need to take the time to think what we know and how we

have approached similar tasks before and what worked and

didn’t work – all forms of metacognition.

Finally, metacognition has been found to serve as a replace-

ment for external feedback. Researchers have found that stu-

dents’ performance improves when they use self-questioning

when they are learning in the absence of external feedback

[50]. This self-questioning helps their understanding of a topic

to change and evolve, thereby improving their learning.

V. STRENGTHENING METACOGNITION FOR HUMANS

WORKING WITH AI

If metacognitive skills are increasingly important in an

era of AI-enabled work, how do we ensure that workers

are engaging in metacognition? Metacognitive skills are not

well represented in skills taxonomies [51], [52], but they

are commonly used in educational environments [53]. In the

context of humans collaborating with AI, they are likely to

have much broader application.

Training in metacognitive skills involves promoting aware-

ness and reflection about one’s thinking, strategies and de-

cisions. Researchers recommend a number of specific in-

structional strategies to promote metacognition in students,

addressing both cognitive knowledge and cognitive regulation.

Such training instills a thorough understanding of when, how,

and why to use strategies, as well as provides meta-level

instructions focusing on the awareness and management of

metacognitive processes [54]. Prompts and checklists with

clear sub-questions that guide planning, monitoring, and evalu-

ation are effective and commonly adopted metacognition train-

ing tools in the field of education [55]. Reflective journaling,

wherein participants write about their learning experience and

develop strategies for improving their approach in the future

has also been found to improve performance in students.

Furthermore, metacognitive feedback reminds individuals to

review and improve how they are using thinking strategies

while performing a task [36]. This kind of feedback is usually

in the form of communication that explicitly brings the indi-

vidual’s attention to the cognitive strategies in use and their

efficacy in the context.

There is also potential to design AI tools so that they prompt

their human users to engage in metacognition. However, this

alone may not suffice to comprehensively address the need

for metacognitive thinking. This is because AI design can

only address that which we anticipate. For everything else we

will still depend on our human intelligence and in particular,

metacognitive thinking.

VI. FUTURE RESEARCH

In this paper we have presented a rationale for focusing on

metacognition as an enabler of effective use of collaborative

AI tools. Further research is needed to test our theory and

progress this line of research. Key questions that need to be

answered include:

1) Do people who engage in more metacognitive thinking

also experience more benefits from using collaborative

AI tools?

2) Are metacognitive interventions effective in increasing

performance when working with collaborative AI tools

3) Does the type of work being carried out affect the

importance of metacognition for effective use of AI

tools? For example, is metacognitive thinking more

important when using AI for knowledge work compared

with creative work?

4) Can AI systems be designed to promote metacognitive

thinking and thereby improve performance for humans

working with collaborative AI tools?

At an advanced stage, further questions arise, such as how

to tailor metacognitive processes for experts versus novices in

a given task, when to incorporate metacognitive prompts into

1181



the human-AI collaboration workflow, and how to enhance

metacognitive accuracy through AI design.

VII. IMPLICATIONS OF THE DISCUSSION

The above discussion of our reliance on the use of mental

shortcuts for decision-making processes underscores the need

for metacognitive thinking where workers need to understand

their own thought process when working with the AI. This

will enable them to identify when to use an AI, anticipate

potential failures and adjust their collaboration strategies with

the AI accordingly.
Engaging in metacognitive thinking requires practice. How-

ever, at a basic level, it is about understanding the inner

workings of our brain. This understanding can empower us to

take control of our thoughts. Research suggests that our brain

operates in two distinct modes [56]: one where we function

on autopilot, and another where we are more focused and

aware. When collaborating with AI, it is easy to rely heavily

on the technology and remain in autopilot. However, effective

collaboration relies on our ability to recognize and leverage

each other’s strengths and weaknesses.
One effective technique for training the brain to transition

from autopilot to a state of heightened awareness is mindful-

ness [57]. Mindfulness helps us shift from merely reacting to

being consciously aware of our thoughts, thereby promoting

metacognition [58]. At its core, mindfulness involves concen-

trating on a single thought or object and gently guiding the

mind back when it wanders [59].

VIII. FUTURE DIRECTIONS FOR THE RESEARCH

Our first step towards testing the proposition that metacog-

nitive skills would facilitate performance when working with

AI is to develop and validate a measure of metacognition

when working with AI. With such a measure it would then

be possible to test whether people who engage in more

metacognition whilst collaborating with the AI also experience

more productivity or greater accuracy from using the tool. We

would also want to test whether the measure of metacognition

explains variance in performance above and beyond that

explained by AI literacy. We plan to adapt an existing measure

of metacognition from [60] by re-wording items to focus on

planning, monitoring and evaluation when working with AI on

a task. We also plan to adapt a measure of AI literacy from

[61] so that it is possible to also test whether the effect of

metacognition on performance can be differentiated from the

effect of AI literacy.

IX. CONCLUSION

By analysing features of human-AI collaboration that dif-

ferentiate it from human-human collaboration, we illustrate

the need for metacognitive thinking to support effective use

of collaborative AI tools. Research into this topic can address

the questions that are being raised regarding what skills and

knowledge will be important for workers who collaborate with

AI systems. This work also can support education and training

initiatives and the design of AI systems that complement

human cognition.
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J. Hernández-Orallo, and E. Gómez, “Measuring the occupational impact
of ai: tasks, cognitive abilities and ai benchmarks,” Journal of Artificial
Intelligence Research, vol. 71, pp. 191–236, 2021.

[23] D. Acemoglu, D. Autor, J. Hazell, and P. Restrepo, “Artificial intel-
ligence and jobs: evidence from online vacancies,” Journal of Labor
Economics, vol. 40, no. S1, pp. S293–S340, 2022.

[24] E. Felten, M. Raj, and R. C. Seamans, “The effect of artificial intel-
ligence on human labor: An ability-based approach,” in Academy of
Management Proceedings, vol. 2019, no. 1. Academy of Management
Briarcliff Manor, NY 10510, 2019, p. 15784.

[25] D. H. Autor, L. F. Katz, and M. S. Kearney, “Trends in us wage
inequality: Revising the revisionists,” The Review of economics and
statistics, vol. 90, no. 2, pp. 300–323, 2008.

[26] M. Goos and A. Manning, “Lousy and lovely jobs: The rising polariza-
tion of work in britain,” The review of economics and statistics, vol. 89,
no. 1, pp. 118–133, 2007.

[27] A. Efklides, “How does metacognition contribute to the regulation of
learning? an integrative approach,” Psihologijske teme, vol. 23, no. 1,
pp. 1–30, 2014.

[28] H. Haider, P. A. Frensch, and D. Joram, “Are strategy shifts caused by
data-driven processes or by voluntary processes?” Consciousness and
Cognition, vol. 14, no. 3, pp. 495–519, 2005.

[29] E. Ostrom, “Collective action and the evolution of social norms,” Journal
of economic perspectives, vol. 14, no. 3, pp. 137–158, 2000.

[30] L. G. Terveen, “Overview of human-computer collaboration,”
Knowledge-Based Systems, vol. 8, no. 2-3, pp. 67–81, 1995.

[31] Y. Yang, “Are you emoji savvy? exploring nonverbal communication
through emojis,” Communication Teacher, vol. 34, no. 1, pp. 2–7, 2020.

[32] A. Mehrabian, “Silent messages (vol. 8, no. 152, p. 30),” Belmont, CA:
Wadsworth, 1971.

[33] H. H. Clark and S. E. Brennan, “Grounding in communication.” 1991.

[34] S. A. Green, M. Billinghurst, X. Chen, and J. G. Chase, “Human-robot
collaboration: A literature review and augmented reality approach in
design,” International journal of advanced robotic systems, vol. 5, no. 1,
p. 1, 2008.

[35] J. Carpenter, M. T. Sherman, R. A. Kievit, A. K. Seth, H. Lau,
and S. M. Fleming, “Domain-general enhancements of metacognitive
ability through adaptive training.” Journal of Experimental Psychology:
General, vol. 148, no. 1, p. 51, 2019.

[36] H. W. Lee, K. Y. Lim, and B. L. Grabowski, “Improving self-regulation,
learning strategy use, and achievement with metacognitive feedback,”
Educational Technology Research and Development, vol. 58, pp. 629–
648, 2010.

[37] J. Wang, “Self-awareness, a singularity of ai,” Philosophy, vol. 13, no. 2,
pp. 68–77, 2023.

[38] N. Yeung and C. Summerfield, “Metacognition in human decision-
making: confidence and error monitoring,” Philosophical Transactions
of the Royal Society B: Biological Sciences, vol. 367, no. 1594, pp.
1310–1321, 2012.

[39] C. G. Lord, M. R. Lepper, and E. Preston, “Considering the opposite:
a corrective strategy for social judgment.” Journal of personality and
social psychology, vol. 47, no. 6, p. 1231, 1984.

[40] E. R. Hirt and K. D. Markman, “Multiple explanation: A consider-an-
alternative strategy for debiasing judgments.” Journal of personality and
social psychology, vol. 69, no. 6, p. 1069, 1995.

[41] T. Mussweiler, F. Strack, and T. Pfeiffer, “Overcoming the inevitable
anchoring effect: Considering the opposite compensates for selective
accessibility,” Personality and Social Psychology Bulletin, vol. 26, no. 9,
pp. 1142–1150, 2000.

[42] J. Maynes, “Critical thinking and cognitive bias,” Informal Logic,
vol. 35, no. 2, pp. 183–203, 2015.

[43] M. Rollwage and S. M. Fleming, “Confirmation bias is adaptive when
coupled with efficient metacognition,” Philosophical Transactions of the
Royal Society B, vol. 376, no. 1822, p. 20200131, 2021.

[44] C. Rastogi, Y. Zhang, D. Wei, K. R. Varshney, A. Dhurandhar, and
R. Tomsett, “Deciding fast and slow: The role of cognitive biases
in ai-assisted decision-making,” Proceedings of the ACM on Human-
Computer Interaction, vol. 6, no. CSCW1, pp. 1–22, 2022.

[45] J. E. Davidson and R. J. Sternberg, “Smart problem solving: How
metacognition helps,” Metacognition in educational theory and practice,
pp. 47–68, 1998.

[46] M. Carr and B. Biddlecomb, “Metacognition in mathematics from a
constructivist perspective,” in Metacognition in educational theory and
practice. Routledge, 1998, pp. 83–106.

[47] P. Georghiades, “The role of metacognitive activities in the contextual
use of primary pupils’ conceptions of science,” Research in Science
Education, vol. 36, pp. 29–49, 2006.

[48] E. Blakey and S. Spence, Developing metacognition. ERIC Clearing-
house on Information and Technology Syracuse, NY, 1990.

[49] A. O. Akturk and I. Sahin, “Literature review on metacognition and its
measurement,” Procedia-Social and Behavioral Sciences, vol. 15, pp.
3731–3736, 2011.

[50] Z. Mevarech and S. Fridkin, “The effects of improve on mathematical
knowledge, mathematical reasoning and meta-cognition,” Metacognition
and learning, vol. 1, pp. 85–97, 2006.

[51] E. Commission, S. A. Directorate-General for Employment, and Inclu-
sion, ESCO handbook – European skills, competences, qualifications
and occupations. Publications Office, 2017.

[52] “O*NET analyst occupational skills ratings: Cycles 1 - 10 results,” https:
//www.onetcenter.org/reports/AOSkills 10.html, accessed: 2024-1-5.

[53] J. A. Livingston, “Metacognition: An overview.” 2003.
[54] E. R. Lai, “Metacognition: A literature review,” Always learning:

Pearson research report, vol. 24, pp. 1–40, 2011.
[55] G. Schraw, “Promoting general metacognitive awareness,” Instructional

science, vol. 26, pp. 113–125, 1998.
[56] A. I. Jack, A. J. Dawson, K. L. Begany, R. L. Leckie, K. P. Barry, A. H.

Ciccia, and A. Z. Snyder, “fmri reveals reciprocal inhibition between
social and physical cognitive domains,” NeuroImage, vol. 66, pp. 385–
401, 2013.

[57] R. E. Boyatzis, K. Rochford, and A. I. Jack, “Antagonistic neural
networks underlying differentiated leadership roles,” Frontiers in human
neuroscience, vol. 8, p. 114, 2014.

[58] E. Dane, “Paying attention to mindfulness and its effects on task
performance in the workplace,” Journal of management, vol. 37, no. 4,
pp. 997–1018, 2011.

[59] J. Dickenson, E. T. Berkman, J. Arch, and M. D. Lieberman, “Neural
correlates of focused attention during a brief mindfulness induction,”
Social cognitive and affective neuroscience, vol. 8, no. 1, pp. 40–47,
2013.

[60] R. Payan-Carreira, A. Sacau-Fontenla, H. Rebelo, L. Sebastião, and
D. Pnevmatikos, “Development and validation of a critical thinking
assessment-scale short form,” Education Sciences, vol. 12, no. 12, p.
938, 2022.

[61] B. Wang, P.-L. P. Rau, and T. Yuan, “Measuring user competence in us-
ing artificial intelligence: validity and reliability of artificial intelligence
literacy scale,” Behaviour & information technology, vol. 42, no. 9, pp.
1324–1337, 2023.

1183


