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Abstract—While the operationalisation of high-level AI ethics
principles into practical AI/ML systems has made progress,
there is still a theory-practice gap in managing tensions between
the underlying AI ethics aspects. We cover five approaches for
addressing the tensions via trade-offs, ranging from rudimentary
to complex. The approaches differ in the types of considered
context, scope, methods for measuring contexts, and degree of
justification. None of the approaches is likely to be appropriate
for all organisations, systems, or applications. To address this, we
propose a framework which consists of: (i) proactive identification
of tensions, (ii) prioritisation and weighting of ethics aspects,
(iii) justification and documentation of trade-off decisions. The
proposed framework aims to facilitate the implementation of
well-rounded AI/ML systems that are appropriate for potential
regulatory requirements.

Index Terms—AI ethics, responsible AI, tensions, trade-offs,
system design, societal impact, governance, regulations.

I. Introduction
The increasing impact of artificial intelligence (AI) and

machine learning (ML) across many sectors of society has
led to a broad consensus on the need to design and imple-
ment these technologies in a responsible manner. Globally,
governments, organisations and industry groups have defined
many sets of high-level AI ethics principles to support this
vision [1]; an example is shown in Table I. Such high-level
principles contain a set of underlying themes and aspects, which
typically includes accuracy/performance, robustness/safety,
fairness, privacy, explainability/interpretability, transparency,
and accountability [1], [2].
As the high-level principles are implemented in practice, the

underlying aspects interact, which inevitably leads to various
tensions and trade-offs [3], [4], [5]. Among the many observed
interactions (summarised in Table II), a prominent example
is the trade-off between accuracy and explainability [6], [7],
[8]. While the need to formally address the trade-offs is often
stated in the literature [5], [9], [10], [11], there is currently no
generally agreed upon framework to accomplish this.
A further complication is that many designers and developers

of AI/ML systems1 are currently unaware of the tensions and
trade-offs, which may stem from unfamiliarity of (or their
unwillingness to engage with) AI ethics principles and/or their
underlying aspects [12], [13]. Without regulatory enforcement,
taking AI ethics principles into account can be contrary to
industry priorities [14]. For example, it has been observed
that taking into account the fairness aspect can considerably
reduce the accuracy of AI/ML systems, affecting the potential
profitability to be gained from using these systems [15].

1In this work we use the term AI/ML systems to refer to both ML models
(algorithms) and AI products.

A recent analysis of highly cited research papers within
AI/ML fields shows that they contain many potentially harmful
implicit biases and assumptions, as well as an inherent
selection and prioritisation of ethics aspects [16]. The accuracy
aspect (indirectly represented as performance) is the most
emphasised, at the cost of considerably de-emphasising almost
all other aspects. The next most commonly prioritised quality
is generalisation, which is haphazardly and inconsistently used
as a proxy for the robustness aspect in AI/ML literature [17].
The selection, prioritisation and trade-off resolution of AI

ethics aspects can occur at various points in the AI/ML
system development pipeline. Without organisational policies
and formal governance, these can occur on an ad-hoc basis
at the design and implementation levels, and as such can
be significantly affected by individual team members, their
knowledge and interpretation of Responsible AI issues, personal
preferences and bias [13], [18], and lack of understanding of the
effect of trade-offs on others [19]. On the other hand, explicit
organisational policies may be under-developed and/or can lead
to overly rigid adherence due to lack of flexibility [13], [20].
We can consider a hierarchy of needs at three levels for

informing the implementation of Responsible AI systems:
• Societal level. Governments, industry bodies and regulators
determine high-level principles, standards and regulations for
AI/ML system development and use [21], [22]. These are
influenced by cultural norms, values and existing legislation.

• Organisational level. Instead of approaching trade-offs ad-hoc,
acknowledge that a set of trade-offs exists [3]; ensure designers
and developers are aware of these trade-offs; create frameworks
and procedures for dealing with trade-offs that are aligned with
organisational, societal and regulatory expectations [20].

• Practitioner level. Prevent personal bias going into trade-off
decisions; be aware that there is more than one point of
view [18] and that there may be implications for various
groups [19]. Developers of AI/ML systems action accepted
frameworks like risk assessments, justifications and pat-
terns [23], in order to translate principles into practice.

Given the above considerations, an important next step is
hence the development of frameworks and/or guidelines to
provide approaches to manage tensions and resolve trade-offs
between AI ethics aspects, in order to facilitate the design and
implementation of well-rounded Responsible AI systems.
To that end, we summarise and analyse various approaches

to addressing trade-offs in Sec. II, noting their advantages
and disadvantages. We discuss the overall properties of the
examined approaches in Sec. III, and propose a multi-step
framework that draws on the gained insights as well as the needs
at societal, organisational and practitioner levels. Concluding
remarks are given in Sec. IV.
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Table I: Summary of the high-level AI ethics principles proposed by the Australian Government [21].

II. Approaches for Resolving Trade-offs
A. Dominant Aspects
A blunt and straightforward approach to resolve tensions

between ethics aspects is to select the most dominant or
pertinent aspect in a given context. The prioritisation of aspects
(eg. accuracy over privacy) can be driven by how difficult or
costly it is to implement a given aspect within an AI/ML
system, and/or internal organisational needs (eg. regulatory
compliance), and/or the preferences of end users of the AI/ML
systems [18].
The advantage of this approach is its overall simplicity and

the low degree of required effort. A major disadvantage is
that this is a winner-takes-all approach, which leaves no room
to devise balanced trade-offs and take into account nuance,
which in turn implies that a thorough evaluation of associated
risks and benefits is not performed. This approach is hence
consistent with the pejorative notions of ethical lip service [14]
and ethics washing [24], where only minimal effort is expended
to address ethical issues that emerge in AI/ML systems.

Table II: Matrix of observed interactions between AI ethics aspects,
summarised from [3]. � = trade-off; � = synergistic interaction;�� = mixed or context dependent interaction.
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B. Risk Reduction via Aspect Infringement and Amelioration
An indirect approach to resolving trade-offs is via prioritisa-

tion of ethics aspects, as proposed in [25]. This involves a multi-
step strategy to reduce the operational risk of AI/ML systems,
summarised as follows. First, an undesirable operational event
in a given AI/ML system is identified (eg. a specific failure),
through a risk assessment matrix that takes into account the
likelihood of the event and associated degree of loss. Secondly,
the risk assessment matrix is expanded to allow degrees of
infringement (de-prioritisation) of given ethics aspects in order
to reduce the risk of undesirable events. Lastly, additional
safeguards are put into place with the intention to ameliorate
the infringement of the affected ethics aspects.
As per the example given in [25], an AI-based user

authentication system (eg. to prevent unauthorised access to
bank accounts) can be made more accurate and/or more robust
(eg. less susceptible to impersonation attacks) by requiring
the use of more personally identifiable information (eg. face
images [26]). However, the use of such information “infringes”
the privacy aspect. The infringement is then ameliorated
through further security measures to protect the information
and to comply with applicable laws such as EU’s General Data
Protection Regulation (GDPR) [27].
An advantage of the above multi-step strategy is that the

prioritisation of ethics aspects is driven by system-specific
requirements and takes into account the context of system
operation. The disadvantage is that the risk assessment step
may be error-prone (eg. missing undesirable events, unreliable
estimation of likelihood and loss), and may require expert
knowledge which is beyond the level available to the design
and development teams. Furthermore, it may not be possible
to adequately ameliorate the infringement of applicable ethics
aspects. Lastly, the incorporation of ethics aspects is done
during later stages of AI/ML system design, which can be
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interpreted as treating the aspects as add-ons, rather than taking
them into account from the very outset.

C. Trade-Off Analysis in Requirements Engineering
Trade-off analysis techniques used in requirements engineer-

ing [29], [30], [31] may be applicable for determining how
each ethics aspect affects an AI system under construction and
for addressing the interplay between ethics aspects [28], [32].
Each applicable ethics aspect is listed, followed by listing
possible ML models and data types that may be suitable
for implementing an AI system. Linkages between the ethics
aspects and system components (model types and data types)
are then graphically noted, in conjunction with their positive or
negative effect (either in a quantitative or qualitative manner).
An illustrative example of the above trade-off analysis

approach is shown in Fig. 1. The AI system under construction
is a biometric user authentication system employing speech
and/or face data, with the overall goal to increase security of
banking services. Accuracy of the AI system is driven by two
main components: model type and data type [33]. Two ML
models are considered: Hidden Markov Model (HMM) [26]
and Deep Neural Network (DNN) [34]. Furthermore, two data
types are considered: speech only, and speech in conjunction
with face data. In this example, using DNN can increase the
accuracy by 5%, but at the cost of reduced explainability
in comparison to HMM. Using speech and face data over
using speech data alone can increase accuracy by 10%, though
this negatively affects the privacy aspect as more personally
identifiable information is used.
This type of trade-off analysis techniques can be considered

as part of the design phase, where many possible implementa-
tions of an overall AI/ML system are explored. The techniques
can also be considered as part of the documentation phase,
where the trade-offs are explicitly documented (rather than left
as tacit knowledge), along with discussions on the practical
pros and cons of each possible implementation. This ties in
with the dimension of justification suggested in [4], where the
justification provides a context-specific rationale for the drivers
behind giving more weight to one aspect over another.
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Figure 1: An example of graphical trade-off analysis, adapted
from [28]. For an AI based authentication system using biometrics,
the consideration involves two ML models (HMM and DNN) and
two data types (speech only, and speech in conjunction with face).

An advantage of this approach is that many possible trade-
offs can be explicitly shown and considered at the same time,
and the consideration is done as part of the design phase.
A disadvantage is that the graphical representation can become
quite complex when more model types, data types and ethics
aspects are considered. Furthermore, multiple graphs may be
required, depending on the complexity of the ML pipeline [35].

D. Quantitative Ranking of Trade-Off Solutions
Inspired by [36], a ranking approach can be used to choose

trade-off solutions. Given several technical solutions to a given
trade-off, such as a set of possible ML models with various
degrees of explainability for the accuracy/explainability trade-
off [6], each solution is ranked according to an overall score.
The overall score is a weighted convex linear combination

of a set of normalised sub-scores [37], with each sub-score
representing how well a given solution addresses a desired
characteristic pertinent to the trade-off at hand. The set of
characteristics can range from purely pragmatic (eg. complexity
of the ML model), to various philosophical positions (such as
utilitarianism and egalitarianism [36]). The weighting of the
characteristics can be non-informative (ie. all weights are equal
and sum to one), or it can be based on the importance of each
characteristic to an organisation (ie. weights are unequal and
skewed towards focusing on a subset of characteristics).
The main advantage of this approach is that it aims to provide

a quantitative procedure for resolving trade-offs, and explicitly
allows for the consideration of characteristics that are important
for the technical implementation of the AI/ML system, as well
as wider organisational policies. However, the flexibility can
also be a disadvantage, in that the selection of characteristics
can be subject to errors, and hence may require well-informed
reasoning that may be beyond the capability of the practitioners
and/or the organisation. Furthermore, determining sub-scores
and associated weights for the characteristics can be subjective,
especially when dealing with characteristics that are not easily
quantifiable [38]. For example, it is non-trivial to represent the
degree of egalitarianism as a precise numeric value.

E. Specification and Balancing via Principlism
Principlism is an influential approach in bioethics that

uses a set of moral principles to guide ethical decisions,
such as respect for autonomy, nonmaleficence (avoid causing
harm), beneficence (promoting the welfare of others), and
justice [39]. The principlism approach has also been applied
to cybersecurity ethics [40]. The similarity with high-level AI
ethics principles makes principlism a useful approach to draw
on when considering how to address trade-offs between the
underlying AI ethics aspects, and for identifying the limitations
of using a principlist approach to AI ethics [41], [42].
Principlism uses two approaches to bridge the gap between

abstract principles and addressing individual cases [39]: (i) spec-
ification, and (ii) balancing. Specification elaborates on the
principles to describe how individual cases are relevant to a
specific principle or to the underlying ethical aspect behind it.
For example, the principle of justice may be further specified
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by a rule that prohibits using ethnicity or gender as a basis for
distributing access to resources [43]. AI ethics principles may
also come with brief descriptions of how each principle may
be applied [21]. However, such elaborations of basic principles
will not cover all the possible cases, and will not remove all
the potential conflicts between them [39].
When ethics principles or their underlying aspects give con-

flicting recommendations, the principlism approach provides
six conditions that any balancing or trade-off must meet [39],
as summarised below:
1. A stronger justification can be given for prioritising one

aspect over another.
2. The purpose of overriding a given aspect has a realistic

chance of being achieved.
3. There are no alternatives to this trade-off that are morally

preferable.
4. The overridden aspect is infringed to the smallest extent

possible to achieve the purpose of overriding it.
5. The negative effects of overriding the aspect are min-

imised.
6. Those affected by this trade-off are treated impartially.

The justifications for prioritising a given aspect over another
(condition 1) may be grounded in practical limitations or in
ethical theory. Such justifications must still comply with the
other five conditions. Ethical concepts or theories that may
ground such trade-offs include:

• Proportionality: the methods used should be appropriate
for the problem the AI/ML system is intended to solve, and
should have a minimal impact on the system’s compliance
with the other aspects [44].

• Benefit to the least-advantaged (maximin): decisions
should be made based on maximising the benefits to
the worst-off [45], [46].

• Utilitarianism/Consequentialism: decisions should be
made based on maximising the utility or total benefits to
all those affected by them [46].

There are several advantages to adopting a principlist approach
to addressing AI ethics concerns. A set of ethics principles
offers developers a common vocabulary for discussing ethics
issues [42]. Each principle serves as a starting point for further
ethical reflection and discussion about how it may apply to
a specific AI application. The explicit statement of principles
can also encourage cultural shifts within professions towards
prioritising the values and goals that they express [42]. They
may serve to establish ethical norms and change the values
that are prioritised within professional communities [42].
However, the principlism approach also has several disad-

vantages. While the six conditions described above provide
guidelines for how to make trade-offs between ethics aspects,
how developers respond to these conditions is left up to the
developers’ judgement [47]. One set of developers may take
a consequentialist approach to justifying the trade-offs they
make, while another may favour using maximin. As a result,
various developers may make different trade-offs when faced
with the same conflict between ethics aspects.

Furthermore, AI/ML system development occurs in a sig-
nificantly different context to medicine, where principlism
has been influential as an approach to ethics [41]. Unlike
medicine, AI development does not have common goals, a long
professional history that has clear descriptions of the ethical
duties expected of practitioners, a relative lack of methods for
interpreting principles into practice, and the relative lack of
professional accountability [41]. These differences may limit
the effectiveness of ethics principles for influencing AI design
and governance [41].

III. Discussion and Recommendations

In the preceding section we examined five approaches that
can be incorporated into the AI/ML system design process
with the aim of addressing tensions between common AI ethics
aspects. From across the covered approaches we can extract
five properties: (1) prioritisation of ethics aspects based on risk
assessment/context specific assessment; (2) proactive analysis
at start of design process; (3) de-prioritisation of an ethics
aspect in favour of another; (4) analysis requires deliberation
and/or resources to enact; (5) additional considerations required
to ameliorate side-effects. Table III indicates the presence and
absence of the above properties for each of the approaches.
There is no single approach that is likely to be appropriate

for all organisations, AI/ML systems, or applications. In order
to address this shortcoming, we propose a layered framework
to introduce into the AI/ML system design pipeline, which
is enacted at a practitioner level while being supported by
organisational and societal influence.
Guidance of the design process and high-level decision

making at a societal level can be informed by scientific
literature, AI ethics principles, standards and regulations. These
dimensions, however, do not take into account context, which
is a key consideration in design decisions when managing
tensions. Context includes the purpose of the AI/ML system,
the groups of people impacted by the system, and the level
of understanding about the outputs of the system that are
required [8]. At an organisational level, policies and governance
can be more specific to the general context of an AI applica-
tion [48], but will generally be agnostic to the nuanced details
required to make design decisions on a case-by-case basis.

Table III: Properties of approaches in Sec. II for addressing trade-offs.
(1) = prioritisation of ethics aspects based on risk assessment/context
specific assessment; (2) = proactive analysis at start of design
process; (3) = de-prioritisation of an ethics aspect in favour of
another; (4) = requires deliberation/resources to enact; (5) = additional
considerations required to ameliorate side-effects. � = property
present; � = property absent.

Approach Property
(1) (2) (3) (4) (5)

Dominant Aspects (Sec. II-A) � � � � �
Risk Reduction (Sec. II-B) � � � � �

Requirements Eng. (Sec. II-C) � � � � �
Quantitative Ranking (Sec. II-D) � � � � �

Principlism (Sec. II-E) � � � � �
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At the practitioner level, where the resolution of tensions is
specific to the context of the AI model, risk assessments as
well as design tools and justifications can be used.
We can use insights from the approaches described in

Sec. II to build a multi-step framework around managing
trade-offs and tensions between ethics aspects. The proposed
framework is comprised of three main components: (i) proactive
identification, (ii) prioritisation and weighting, (iii) justification
and documentation. The components are elucidated below.

Proactive identification. A proactive and structured assess-
ment at the beginning of the AI/ML design pipeline provides
a framework to examine and define the context and purpose of
the AI/ML system. It also encourages a proactive approach for
the identification of potential tensions between ethics aspects
as well as the consideration of the methodology required
to resolve them. The requirements engineering approach
(Sec. II-C) encompasses proactive design consideration where
ethics aspects, models and data types are examined, and the
associated tensions and solutions are explored [28]. Similarly, a
Value Sensitive Design (VSD) approach exemplifies a proactive
approach to applying high-level ethics principles in practice [4].
VSD is an iterative and multidisciplinary process where ethical
considerations are incorporated into the design process from
the start [49]. Other approaches consider tensions between
ethics aspects as they arise in the design process. For example,
ranking of trade-off solutions (Sec. II-D) would routinely occur
when tensions arise and can be used in addition to a prospective
risk analysis. Specifying what the ethics principles mean in the
context of a specific AI/ML project (such as in the principlism
approach in Sec. II-E) may also identify possible tensions
between ethics aspects early in the design process and hence
allow them to be addressed.

Prioritisation and weighting. The nature of resolving
tensions between ethics aspects that arise when developing
AI/ML systems is that trade-offs must be made, resulting in
(a) one or more ethics aspects being prioritised over others,
and/or (b) a weighted (balanced) combination of selected
ethics aspects. The least critical technique to apply is the
dominant aspects approach (Sec. II-A), where prioritisation is
made based on one-dimensional decisions such as difficulty or
cost. In contrast, the other approaches listed in Sec. II require
prioritisation based on a degree of context-based assessment.
To this end, the first step in prioritising one ethics aspect over
another is a consideration of the broader context. This can be
done in a qualitative manner to selectively introduce trade-offs
in order to reduce identified operational risks, as per the risk
reduction approach (Sec. II-B). Alternatively, the quantitative
ranking approach (Sec. II-D) can be used, where various
solutions are ranked according to desired characteristics. Such
rankings can also inform the responses to the six conditions
specified for resolving conflicts between ethics aspects used by
the principlism approach (Sec. II-E). A hybrid approach is used
by the requirements engineering approach (Sec. II-C), where
both quantitative and qualitative measurements are employed.

Justification and documentation. Explicability and trans-
parency are critical aspects of responsible design [8]. As part of

that, documentation and reasoning are essential concerning the
design decisions where trade-offs have been made. Justification
provides a context-specific rationale for the drivers behind
giving more weight to one ethics aspect over another [4]. The
requirements engineering approach (Sec. II-C) can provide
justification focused on practical aspects of AI/ML system func-
tionality, while the quantitative ranking approach (Sec. II-D)
can take into account dimensions that go beyond immediate
practical aspects. The principlism approach (Sec. II-E) takes
a further step and provides a strong framework to develop
justifications, where prescriptive conditions are explored in the
process and can then be used to document and justify trade-off
decisions. For example, documentation that addresses how the
six conditions described in Sec. II-E are being met through
considered design decisions, so that there is accountability for
how the design decisions were made. These explanations (and
the impacts of the resulting trade-offs) may also inform future
decisions about resolving ethical tensions that arise in other
projects.

IV. Concluding Remarks
While progress has been made in the application of high-level

AI ethics principles in the design and implementation of AI/ML
systems [50], [51], [52], there are still notable areas of concern,
including a theory-practice gap in how to manage tensions
that arise between commonly accepted AI ethics aspects that
underpin the principles [3], [4].
In this work, we have covered five approaches for addressing

the tensions via trade-offs, ranging from rudimentary to
quite complex. The approaches mainly differ in the types of
considered context, the scope of each context, the associated
methods for qualitatively and/or quantitatively measuring each
context, and how each trade-off decision is justified. None of
these approaches is likely to be appropriate for all organisations,
AI/ML systems, or applications.
In response, we have proposed a framework for AI/ML

system developers for use in the design pipeline that draws on
the various strengths of the covered approaches. The framework
has three main components: (i) proactive identification, (ii) pri-
oritisation and weighting, (iii) justification and documentation.
At the start of the AI/ML design pipeline, potential tensions
between ethics aspects are identified, and consideration is given
to the methodology for resolving them. The tensions between
the identified aspects are then addressed through prioritisation
and weighting, using one or more of the covered approaches;
both practical and organisational requirements can be taken into
account. Each trade-off decision is justified and documented,
aiding transparency and accountability, as well as adding to
the pool of organisational knowledge.
AI/ML systems built with rudimentary and/or shallow ethical

assessments are unlikely to be robust against potential legal
and regulatory challenges. Employing a proactive and dynamic
assessment method across the full AI/ML system pipeline
(including the context of the system’s application), such as the
framework proposed here, is more likely to yield well-rounded
systems that are appropriately designed and implemented for
their regulatory environment.
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