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Abstract—The latest Transformer architecture has shown sig-
nificant progress in the field of image restoration. However,
research on the application of the Transformer architecture in
material scanning electron microscopy (SEM) image restoration
is still lacking. Material SEM images are typically influenced
by factors such as noise, exposure, and distortion, resulting
in low-resolution (LR) image and clarity. The self-attention
mechanism and global information interaction capabilities of
the Transformer architecture make it perform well in image
restoration tasks. This paper uses a Transformer-based algorithm
to study the restoration of sandstone SEM images. The experi-
mental results demonstrate that the Transformer-based algorithm
is capable of restore the details and edge information of the
sandstone SEM images, improve their resolution and clarity, and
enhance the overall image quality. Moreover, the algorithm is able
to learn the distribution of the images. The PSNR and SSIM of
this method reach a maximum of 34.59dB and 0.8893, which are
improved compared to other SOTA algorithms.

Index Terms—Image Restoration, Transformer Architecture,
Sandstone SEM Image, Pore Structure

I. INTRODUCTION

Image restoration refers to the process of repairing damaged

or degraded images in order to restore the quality and charac-

teristics of the original images as closely as possible [1]. These

images may have been affected by noise, blurriness, distortion,

or other forms of damage. The goal of image restoration

techniques is to enhance the clarity and details of images

through methods such as denoising, deblurring, and image

super-resolution (SR), making them appear more realistic

and accurate [2]. Currently, image restoration is typically

implemented using deep learning models, which analyze and

repair specific attributes of the images to improve their quality

and usability. Applications of image restoration techniques

include denoising, deblurring, image SR enhancement, and

color correction, among others [3].

At present, there have been studies applying deep learning

methods such as CNN [4, 5] and SRGAN [6, 7] to the super-

resolution imaging of material porosity structures. By using

scanning electron microscopy (SEM) or other microscopy

techniques to obtain images, an appropriate deep learning
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architecture is selected to learn the features and structures

of the material images for restoration. Image restoration

techniques are used to enhance the contrast and details of

the images, making the crystal grain boundaries and grain

boundaries more clearly visible, helping researchers to more

accurately analyze the microscopic structures of materials

and provide more precise data support for materials design

and development [8, 9]. Lukas Mosser and colleagues re-

constructed the three-dimensional digital images of material’s

porous structure based on GANs. They applied the training and

image generation process based on GANs to non-segmented

grayscale datasets of micrometer-scale computed tomography

(μCT) of a chalky limestone [10]. Yuzhu Wang and colleagues

have proposed a method for reconstructing high-resolution

(HR) porous structures using a convolutional neural network

based on LR μCT images and HR SEM images. They applied

numerical reconstruction methods to enhance the resolution

of μCT images [11]. Ramin Bostanabad introduced an effi-

cient and novel method based on transfer learning to achieve

extrapolation reconstruction of virtual three-dimensional sam-

ples from two-dimensional images. This method is widely

applicable to microstructures, including alloys, porous me-

dia, and polycrystals. Viewing the reconstruction task as

an optimization problem, random three-dimensional images

are iteratively refined to match their microstructural features

with canonical features [12]. Reza Shams and the team have

developed an adaptive framework that effectively reconstructs

heterogeneous porous media using conditional GANs [13].

Hua Zhang and colleagues have developed an efficient and

accurate method for analyzing the pore structure of permeable

concrete based on deep learning. They utilized permeable

concrete CT slices as a dataset and employed an improved

Mask R-CNN algorithm as the model training framework to

train a pore identification model. The results indicate that

the improved algorithm shows better convergence and higher

accuracy in pore segmentation and identification compared

to Mask R-CNN [14]. Bo Yuan and the team argue that

traditional semantic segmentation networks require HR input

images to improve performance, and can only generate masks

that are of the same resolution as the input images. Moreover,

these traditional networks demand high-performance devices,

leading to increased computational and equipment costs. In

response, they have proposed a method that utilizes a SR
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neural network to enhance the recognition of digital rock

images [15]. Yinghan Zhao and the team have conducted

research utilizing a variational autoencoder neural network

model to characterize the 3D structural information of porous

materials and represent them using low-dimensional latent

variables. They have also applied a structure-linkage combined

with Bayesian optimization method to model the structure-

performance relationship and address inverse problems in the

process [16]. Our team also accumulated relevant knowledge

and data on electron microscopy images of foam ceramics in

the early stage [17-22].

It is show that, for the restoration of SEM images, the

application of image SR methods aims to reconstruct high-

quality images that have the same distribution as the original

low-quality images from degraded low-quality images.

However, it can also be seen that material images often

need expensive experimental equipment and personnel with

professional knowledge to obtain, the available data sets are

relatively small. At the same time, the pore structure of

materials is often very complex, including pores of various

sizes and shapes, and pore structure images may be affected

by noise and artifacts, these uncertainties can lead to erroneous

estimations and generalization ability in the restoration process

of the model[23]. But the current methods are not yet sufficient

to effectively solve these problems.

At present, methods based on Transformer architecture are

increasingly used in restoring traditional images and have

achieved good results [24]. However, there is no application

of Transformer architecture for material electron microscopy

image restoration.

II. DATASET AND METHODOLOGY

A. Dataset

This paper use Bentheimer Sandstone electron microscopy

images from the DRSRD1 2D dataset[26]. In this dataset,

800×800 HR unsegmented Bentheimer sandstone images are

selected. These images have been shuffled and divided into

training, validation, and test sets in a ratio of 8:1:1. This

paper uses average pooling and bicubic interpolation methods

to downsample the image by 2X and 4X respectively, forming

a LR image. Then, image SR reconstruction is performed to

increase the details and clarity of the image during the restora-

tion process, and to ensure that the structural distribution of

the image is consistent with the original image. As shown in

Fig. 1.

The reason for choosing this dataset for training is as

follows: (1) Dataset format. The organization of this dataset

is similar to the DIV2K dataset, and it is the first dataset

used for benchmarking SR algorithms on digital rock images.

It has been utilized to test several SR convolutional neural

networks (SRCNN)[27] so far. This indicates that the dataset

has the same file organization structure as some mainstream

SR algorithms and has been effectively validated by the first

SRCNN algorithmused for SR. (2) Dataset scale. The dataset

consists of 800×800 undivided HR images of Bentheimer

sandstone (3.8 micrometers). The training set contains 800

images each of quality and accuracy of the restored image.

The research demonstrates the effectiveness and advantages

of the CNN+ Transformer architecture-based SR imaging

method in image restoration of material SEM images, and it

is Bentheimer Sandstone. (3) Dataset variety. The samples in

the dataset are diverse, representing both simple resolved sand-

stone images and complex underresolved images of carbonate

microporosity. The objective of this dataset is to analyze pore

shape parameter distribution characteristics based on the real

microstructure of digital rock cores. Additionally, the good

transferability based on the Transformer architecture aligns

with the purpose of this paper, which applies the Transformer

structure for image restoration. Overall, the organization, scale,

and diversity of the dataset, along with its alignment with

the objectives of the study and the transferability of the

CNN+Transformer architecture, make it a suitable choice for

training the model.

(a) (b) (c)

(d) (e) (f)

Fig. 1. Sandstone SEM image and microstructure feature. (a) Original image.
(b) pore pattern. The orange regions are grains, while the purple regions are
pores. (c) Binary processing of grains and pores. (d) Grain and pore separation.
The red regions are grains, the other part are pores. The darker the pore means
larger pore depths. (e) Number of pores. (f) Pore size distribution.

B. Method

ESRT is the first attempt to combine lightweight CNN and

Transformer for image SR direction, namely the combination

of Lightweight CNN Backbone (LCB) and Lightweight Trans-

former Backbone (LTB) [28]. LCB is able to dynamically

adjust the size of the feature maps to extract deep features

with low computational cost. LTB is composed of a series of

Transformer modules and combined with efficient multi-head

attention to reduce memory usage. The algorithm applied to

LR SEM images is called ES-DR.

C. Data downsampling

The experiment in this paper uses average pooling and

bicubic interpolation methods to downsample the image by

2X and 4X respectively, forming a LR image. LR images

may lose some detailed information in the original image,
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resulting in a blurry effect because it combines multiple

pixels from the original image into a new pixel. Average

pooling downsampling can result in the loss of some detailed

information when taking the average value. Due to the average

pixel values in each region, the image resolution may decrease,

which may result in information loss and smoothing effects

in the details. Average pooling downsampling results in a

smoothing effect on the image. Taking the average of the

pixels within a region blurs the details of the image, making

the image look smoother. Bicubic interpolation downsampling

aims to preserve more fine details during the downsampling

process. It uses interpolation techniques to estimate pixels,

taking into account the values of surrounding pixels, and

calculates the weighted average of new pixel values. However,

details such as noise, edges, and textures in the image may

interfere with the interpolation process, resulting in artifacts

in the interpolated results.

III. RESULTS AND DISCUSSION

In this section, the performance of images generated by the

ES-DR algorithm and state-of-the-art methods is compared,

and the representation of the pore structure in the image is

tested.

A. Performance

According to Table 1, no matter what downsampling method

and multiple are used, ES-DR obtains higher PSNR and SSIM

compared to the other four algorithms. Evaluation indicators

of five algorithms.
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It can be seen that almost all SR images obtained using

ES-DR are significantly improved, especially when the initial

value is twice the downsampling, the improvement effect is

most obvious. This also shows that the distribution of the

image generated by ES-DR is closest to the original image,

illustrating the ability of ES-DR to accurately restore the

details and structures of HR images.

B. Visual effect comparison

As shown in Fig. 2, it can be seen that regardless of whether

using average pooling or Bicubic interpolation for down-

sampling, the SR images generated by bicubic interpolation,

SRCNN, and SRGAN are blurrier. In the down-sampling mode

of average pooling, the image generated by IMDN is relatively

clear, but the edges are obviously sharpened. At the same time,

compared with the original slice, although the pore structure

in the generated images is clearer, the interior of the grains is

obviously blurred. Moreover, under the downsampling method

using Bicubic interpolation, the images generated by IMDN

are blurrier than those generated using average pooling, which

shows that the universality of image generated by IMDN is not

good. It can also be seen that ES-DR is closer to the original

slice image in visual presentation. By comparing the enlarged

portions of the images, it can be observed that the visually

appealing results obtained by ES-DR outperformed the other

four algorithms in terms of image restoration. Therefore, ES-

DR is more effective in improving the accuracy of restoring

pore structure. This also indicates that the ES-DR algorithm is

able to learn the distribution of sandstone pore structure more

accurately.

C. Microstructure feature analysis

Accurate material image structure models are crucial for

optimizing material performance, preparation control, and

functional design. The model needs to accurately represent

the pore space, including the number of pores, pore size

distribution, pore shape, circumference and roundness for

evaluation. By referencing the original images in the dataset,

compare multiple representation values obtained from five

algorithms with the original images, and analyze the accuracy

of the algorithms.

The SR image obtained by selecting the same algorithm

for downsampling using different methods and multiples is

compared with the original image. The results of the number

of pores, pore area, pore perimeter and circularity are shown

in Fig. 3. Specifically, there are significant differences between

Bicubic interpolation, SRCNN, and SRGAN compared to

IMDN and ES-DR. The representation values of the IMDN

and ES-DR are significantly closer to the original values.

Specifically, there is not much difference between IMDN and

ES-DR in terms of number of pores, pore size distribution

and pore shape. However, in terms of circularity, especially in

the results of double SR images, the representation values of

the SR images obtained by ES-DR are closer to the original

image. On the other hand, the IMDN algorithm shows better

stability, with relatively consistent average values.

In Fig. 4, a more detailed comparison is made between ES-

DR and IMDN in terms of the similarity of four representation

values (number of pores, pore perimeter, pore circularity,

and feret diameter) with the original image under the initial

condition of bicubic interpolation with double downsampling.

It can also be seen that ES-DR is closer to the original in

these representation value than IMDN, which reflects that ES-
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

(k) (l)(m)

Fig. 2. Enlarged view of the sliced part of the original image obtained using five SR algorithms. (a) - (e) and (f) - (j) are respectively enlarged views of
slices super-resolved by Bicubic interpolation, SRCNN, SRGAN, IMDN and ES-DR after average pooling and bicubic interpolation downsampling. (a) - (j)
are all initialized double downsampling. (k) and (l) are the SR image slices of ES-DR under four times down sampling initialization of average pooling and
bicubic interpolation respectively. (m) is the original slice. The slice image is 150*150 pixels.

DR is better able to learn the distribution characteristics of

microstructural features in the original image.

D. Conclusion

Deep learning methods, especially CNN and GAN, have

shown great potential in the SR of the pore structure in ma-

terial images, and have achieved some impressive results. On

the other hand, the latest Transformer architecture has made

significant progress in the field of natural language processing

and image processing, particularly in image restoration. Its

self-attention mechanism and global information interaction

capabilities make it perform exceptionally well in handling

image tasks, especially in extracting global features and re-

constructing details.

However, due to data limitations, computational complexity

and the dominance of traditional methods, the research and

application of Transformer architecture in the field of material

image restoration have not been fully explored. In the field

of material image restoration, the Transformer architecture

has advantages such as modeling long-range dependencies,

parallel computation, flexibility, scalability, and multimodal

processing. These advantages provide a new and promising

solution for material image restoration tasks.

This paper applies the SR imaging method based on

CNN+Transformer architecture to the image restoration of

materials SEM images. By experiments and analysis, it is

demonstrated that this method can improve the resolution and

details of the image, improve the visualization of the mate-

rial’s microstructure, and show the advantage of learning the

distribution information of the original image. Next, with the

effectiveness and advantages of this image restoration method,

it is expected to provide optimization and guidance in the

design and preparation of the ”microstructure-performance” of

materials. By restoring the microstructure of materials more

clearly and accurately, researchers and engineers can better

understand the properties and behavior of materials, and make

more accurate adjustments and optimizations in the design and

preparation process.
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