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Abstract— Artificial Intelligence (AI) technologies pose a
governance challenge, critical to which is the recent introduction
of the Artificial Intelligence Act (AIA) by the European
Commission. This research proposes an Al Policy Maturity
Model to understand the differences of European Union (EU)
Member States approaches. We conducted a review of national
Al policy instruments across 26 EU countries, focusing on their
alignment with AIA's requirements. The results highlight a
heterogeneous landscape within Member States, which our
model distinguishes into four groups from Emerging to Leading
levels. France and Spain emerge as examples of proactive policy
implementation. Our proposed Al Policy Maturity Model offers
insights into Al policy within the EU, emphasizing the need for
a harmonized regulatory framework and continuous policies
that can keep pace with Al advancements and promote
European development in Al
Artificial Al
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I INTRODUCTION

As Artificial Intelligence (Al) enters various sectors, its
transformative impact intertwines with complex challenges,
requiring nuanced governance structures to harness its ethical
potential [1], [2], [3]. Given the vast implications of Al, its
deployment is not without its ethical and risk challenges [4],

(5], [6].

European Union (EU) Member States present different
approaches to Al governance, with some just beginning the
introduction of domestic policy and others already having
established robust Al governance structures[7]. The
introduction of the Artificial Intelligence Act (AIA) by the
European Commission (EC) signals a paradigmatic shift
towards a harmonized regulatory landscape [8]. The AIA,
with its risk-based classification of Al systems, detailed
stipulations for high-risk AI, and an extensive regulatory
ambit, represents an effort to harmonize Al governance across
Member States [9]. This legislative framework requires
conformity assessments for high-risk Al systems,
encompassing rigorous procedures for testing, inspection, and
certification, thereby bridging the gap between legal mandates
and market entry [9], [10], [11].

Despite the AIA's approach, studies examining existing
EU regulatory frameworks such as the General Data
Protection Regulation (GDPR)[12] unveil a landscape riddled
with inconsistencies, fragmented policies, and disparate
enforcement levels across Member States [13], [14]. These
conclusions emphasize the reactive nature of prevailing
regulations and call into question the adequacy of the Member
States policy frameworks to meet the AIA's requirements.
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The multifaceted interactions among diverse stakeholders
and institutions further intensify the design of governance
systems for emergent disruptive technologies like Al. The
concept of governance, particularly within high-interaction
environments, requires structured interplays between
institutional frameworks, clarifying roles and responsibilities
across the regulatory domain [15], [16], [17], [18].

The effectiveness of the regulatory framework laid out by
the AIA is dependent on the level of enforcement carried out
by the Member States. The institutional behaviors, which are
influenced by their historical trajectories, play a fundamental
role in determining the success of the AIA's implementation.
[19], [20], [21], [22].

This research examines such differences, questioning
whether the Member States have the necessary governance
competencies to fulfill the AIA's requirements. The paper
draws on a body of literature, highlighting the multifaceted
nature of Al governance that extends beyond technical
oversight, encompassing legal, ethical, societal, and economic
dimensions[1], [2], [23], [24], [25], [26], [27]. This study
proposes an Al Policy Maturity Model [28], comparing the
national Al policy instruments implemented across the EU
countries. The analysis encompasses a comprehensive review
of Al policy instruments, including certification schemes,
testing methodologies, and regulatory instruments, reflecting
each country's readiness for ethical and effective AIA
deployment, gathering national Al strategies, and drawing
upon the EC-OECD database of national Al policies, from 26
EU countries.

Through employing the proposed model, the study unveils
insights into the state of Al governance within the EU Member
States. While some countries demonstrate robust governance
structures and Al policy initiatives, others exhibit significant
gaps, thus revealing a heterogeneous landscape among EU
Member States. Our proposal groups countries into maturity
levels—Emerging, Developing, Moderate, and Leading—
according to their ability to respond to the AIA based on their
national Al policies.

This model may act as a guiding framework for Member
States at different stages of Al policy development, aligning
them with the AIA's objectives, highlighting areas of strength,
and revealing critical gaps that could hinder the effective
implementation of the AIA. This understanding is crucial for
EU policymakers and stakeholders involved in the
development and deployment of Al technologies.

1L

In the evolving landscape of Al policy, the EU's AIA
emerges as a case study, aiming to balance innovation and
regulation. In 2021, the EC introduced the AIA, which sets out
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aregulatory framework for Al technologies in the EU [8]. One
of the principal aspects of the AIA is its risk-based approach,
which categorizes Al systems into different levels of risk:
unacceptable, high, limited, and minimal. Based on these
classifications, it imposes specific regulatory requirements
[8]. This approach ensures public interests and ethical
standards are upheld, addressing concerns like fundamental
rights, safety, and societal impact of AI[8]. The AIA
establishes clear standards for data quality, transparency, and
accountability in Al development and usage. Central to this
discussion is the interaction between rapid technological
progress and policy responses.

The policy process is often lagging due to technological
determinism [29], where technology development is seen as
an autonomous force that shapes society independent of
deliberate human control or policy intervention. This is
relevant to Al, where the rapid pace of innovation can surpass
the ability of regulatory bodies to understand and govern its
implications [18], [21].

The rapid development of emerging technologies that have
the potential to disrupt the economy and society poses
significant challenges for governance and regulation[30],
[31], [32], [33]. These technologies require a more flexible
and dynamic regulatory approach that can address the
challenges they pose [34]. Traditional policy frameworks
often fail to do this, highlighting the need for new and
innovative approaches to regulation [30].

Regulatory responses to emerging disruptive technologies
are characterized by a combination of incremental changes
and critical junctures: incremental changes within existing
frameworks, facilitates the gradual integration of new
developments, while comprehensive regulatory revisions are
necessary at critical junctures [35].

The dynamic nature of emerging disruptive technologies
requires a flexible approach to regulation and standard setting
[36]. As technologies evolve, so must the regulatory
frameworks and standards governing them, requiring
continuous reassessment and adaptation. This adaptive
approach involves a broad range of stakeholders, including
industry experts, regulators, and consumer representatives, to
ensure comprehensive and effective policymaking [37].

The EU's diverse regulatory landscape, due to historical
policy trajectories, poses challenges in harmonizing
regulation policies across Member States[38], [39]. The
theory of path dependence suggests that policy decisions are
significantly influenced by preceding actions in a particular
direction [20], [40]. The aforementioned theory is relevant in
the context of the institutional approach to Al governance, as
historical precedents within Member States are likely to shape
their responses to EU-wide regulations such as the AIA. It is
crucial to understand the adaptive processes Member States
may undergo when integrating the AIA into their national
policies. This perspective, grounded in the influence of
historical processes [41], underscores the significance of past
decisions in shaping current institutional behavior [19], [20],
[42], [43].

Therefore, pre-existing structures and norms within
Member States influence the implementation of the AIA. This
theoretical framework considers the preparedness of EU
Member States to enact new regulations and adapt to policy
changes. It encompasses various aspects such as institutional
robustness, the capacity for legal enforcement, administrative
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effectiveness, and the historical trajectory of policy adoption
within Member States [19], [20], [51]. In this context, this
paper will look at the structural and procedural dimensions of
Member States' Al national policies.

III.

In this section, we propose an Al Policy Maturity Model for
assessing the alignment of EU Member States for
implementing the ATA. Maturity models, originally developed
for improving organizations' capabilities[44], are now
fundamental in assessing and guiding policy and governance
structures. These models, tracing back to the Capability
Maturity Model (CMM) [45], provide structured pathways for
improvement across various domains, including policy
implementation. In the context of Al, they assess an
organization's readiness and capability to harness Al benefits,
guiding the enhancement of Al strategies and practices [46],
[47], [48]. This approach is particularly relevant for aligning
national Al policies with the objectives of the AIA, a
regulatory framework proposed by the EC to ensure ethical,
secure, and human-centric Al development across the EU.

PROPOSAL FOR AI POLICY MATURITY MODEL

Our study conducts a detailed examination of 26 EU
countries from the EC-OECD database on national Al
policies, as compiled by the OECD Al Policy Observatory
[49]. This database provides a thorough overview of Al policy
frameworks across various countries, emphasizing their
approaches and policy instruments in response to Al's
transformative impact. We concentrate on two main
categories of policy instruments: Governance Policy
Instruments, and Guidance and Regulation Policy Instruments
(Table I).

Within the Governance Policy Instruments, we analyze a
range of policy instruments, that play important roles in
ensuring compliance with the AIA and promote the ethical
and responsible implementation of Al technologies. Each of
these policy instruments has a distinct impact and serves
specific functions within the broader framework of Al
governance. “Al coordination and monitoring bodies” are
instrumental in ensuring that national Al initiatives align with
AIA requirements. These bodies are important for maintaining
compliance and staying up-to-date on ongoing Al
developments, in line with AIA principles. “National
strategies, agendas, and plans” are fundamental for
overarching direction and commitment. These strategies form
the foundation for aligning national Al initiatives with the
principles of the AIA, encompassing aspects such as ethical
standards, transparency, and public accountability. “Public
consultations with stakeholders or experts”, though important
for inclusiveness, are vital for stakeholder engagement and
ensuring a broad-based approach to Al policy development.
In addition, we consider the social aspect of “Regulating
labor mobility and incentives”. These regulations promote
sustainable integration by guiding the adoption and utilization
of Al technologies in the workforce.

Within the scope of Guidance and Regulation Policy
Instruments, we analyze various policy instruments.
“Emerging Al-related regulations” are important for
overarching direction and commitment. These regulations are
indispensable for establishing a comprehensive regulatory
framework, ensuring Al technologies are developed and
utilized in alignment with EU standards[50]. “Regulatory
oversight and ethical advisory bodies” play a vital role in
maintaining trust and ethical alignment in Al development and



use, aligning with the core objectives of the AIA. “Standards
and certification for technology development and adoption”,
ensures interoperability and safety [51]. These standards and
certifications verify that Al technologies meet the safety,
interoperability, and reliability standards stipulated by the
ATA.

Lastly, the presence of a regulatory governmental body is
integral to overseeing Al governance and ensuring
compliance with AIA regulations, playing a key role in the
broader framework of Al policy development within the EU.

To operationalize the proposed framework, we assign
scores to each policy instrument within the governance and
guidance and regulation policy groups (Table I). These scores
reflect the impact of each instrument on Al policy maturity,
with higher points indicating greater significance.

In developing a binary presence (1) or absence (0)
approach for evaluating each policy instrument within the
Member State. It focuses on the foundational aspect of policy
instrumentation - whether a particular policy instrument is in
place. The aggregate (1) for each country determines their
category, offering a nuanced understanding of their Al
policy landscape.

Score; = XL P €))

Where, Score; represents the total score for country i;.
This score is the sum of points for all the policy instruments
assessed for that country. P;; denotes the points assigned to
policy instrument j; for country i; . These points are
indicative of the significance and impact of each policy
instrument in the context of the country's maturity and
alignment with AIA requirements. Each country will be
scored based on the number of policy instruments
implemented from each category, n,, is the total number of
policy instruments evaluated.

TABLE /. Al POLICY INSTRUMENT IMPACT ASSESSMENT

Policy L
Instruments Impact Description
Al co- These bodies are essential for
ordination . ensuring that national Al initiatives
High Impact P . .
and/or (2 points) are in line with AIA requirements,
monitoring P facilitating compliance, and
bodies monitoring ongoing Al developments.
The integration of Al in public sector
Aluseinthe | High Impact operatl(?ns isa key indicator of a
ublic sector | (2 points) country's commitment to
p implementing Al responsibly and
ethically, as advocated by the AIA.
ial fi . .
. Crucia or These strategies are foundational for
National overarching . : s .
) L aligning national Al initiatives with
strategies direction e . . . .
the AIA's principles, including ethical
agendas and and .
. standards, transparency, and public
plans commitment o
. accountability.
(3 points)
Important
Public for While fundamental for inclusiveness
consultations | inclusivenes | and stakeholder engagement, these
of s but less consultations have a more indirect
stakeholders direct impact on the concrete
or experts impact implementation of AIA guidelines.
(1 point)
Crucial for Essential for a regulatory framework.
Emerging overarching | The development of Al-specific
Al-related direction regulations is critical to meet the
regulation and compliance requirements of the AIA,
commitment | ensuring that Al technologies are
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points eveloped and used in a manner that
(3 points) developed and used i h:
aligns with EU standards.
Important
Labor for long- These regulations are important for
mobilit term the sustainable integration of Al into
re ulati}:) 0 sustainabilit | the labor market, a concern addressed
angd y but less by the AIA, but they have a more
. . immediate gradual impact on immediate Al
incentives . .
impact readiness.
(1 point)
Important for trust and ethical
Regulatory . . .
. . alignment. These bodies play a crucial
oversight and | High Impact . o .
. . role in maintaining ethical standards
ethical (2 points) .
advice bodics in AI development and use, a core
objective of the AIA.
Standards
and Critical for interoperability and safety.
certification Hieh Impact Standards and certifications ensure
for @ goin ts]; that AI technologies meet the safety,
technology P interoperability, and reliability
development standards stipulated by the AIA.
and adoption
Crucial for
Regulatory g;,rzrcatriggmg Integral for overseeing Al governance
governmental and and ensuring compliance with ATA
body commitment regulations.
(3 points)

Policy instruments are scored based on their impact and
relevance. The cumulative score places each country within a
specific category. This approach offers an evaluation of Al
policy implementation across the EU. A scoring system is
devised, where each policy instrument is assigned a point
value based on its perceived impact.

. Score;
Proportion; = ———

@

MaxScore

Where, Proportion; represents the proportion of
points achieved by country i;. This is a measure of how
much of the potential maximum score a country has
attained, providing an indicator of its relative position in
terms of Al policy implementation. Score; the total score
for country i;, as previously calculated by summing the
points for all policy instruments evaluated for that country.
MaxScore refers to the maximum possible score that a
country can achieve, which is based on the full
implementation of all policy instruments. This value sets
the benchmark against which each country's score is
compared.

The proportional scoring system (2) calculates the
proportion of total points achieved by each country, providing
a relative measure of Al policy implementation, thus allowing
for a comparative policy analysis across Member States. This
proportional score allows for comparative analysis across
Member States, considering the varying levels of policy
instrument implementation. It offers a standardized way to
assess the position of each country relative to the state of full
policy instrument implementation. By using this proportion,
we can categorize countries, providing a clear and objective
overview of the Al policy landscape in the EU.

This system involves calculating the ratio of achieved to
maximum possible points and converting this ratio into a point
system, where each level receives assigned points. The
resulting coefficient, derived from the points ratio, falls within



a specific interval on the function curve, categorizing Member
States into appropriate maturity levels.

Each level is assigned a specific interval on (3). For
example, a country with a proportion xx falling within a
certain interval range on the curve will be classified into a
corresponding level. The exact intervals would be
determined based on the distribution of categories, to
ensure a fair and meaningful classification across the
spectrum from Emerging to Leading countries.

flx) = e®*? 3

The assignment system places the cumulative scores
within an interval range of respective levels, from
Emerging (zero) to Leading (fourth level) (Table II). To
classify areas into appropriate levels, we establish ranges
of intervals for classification using (3).

TABLE II. Al POLICY MATURITY MODEL LEVELS

Maturity Level Point Rage
Emerging 0-5 points
Developing 6-10 points
Moderate 11-15 points
Leading 16- 20 points

This methodology provides a structured, quantifiable
approach to assess the Al policy maturity of EU Member
States. It enables a clear, objective evaluation of Al
governance, aligning with the objectives of the AIA.

The AI Policy Maturity Model underwent a validation
process to ensure its reliability and applicability. Initially, the
model was evaluated by experts in Al policy, regulation, and
governance to affirm its theoretical foundations and practical
relevance. Their critical examination led to necessary
refinements in the model's design and metrics, aligning it with
current policy challenges and governance needs. Moreover, to
ensure its data-driven approach, the OECD Al Policy dataset
was validated for accuracy, timeliness, and representativeness
by cross-referencing it with national databases and policy
documents.

IV. OVERVIEW OF NATIONAL Al POLICIES IN EUROPEAN
UNION COUNTRIES

The AI Policy Maturity Model allows for comparative
analysis across Al policies in EU Member States (Image I).

Al Policy Maturity Model
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Fig. 1. Al Policy Matury Model.

At the Emerging level, countries such as Croatia, Cyprus,
Denmark, and the Slovak Republic are characterized by their
foundational stage in Al policy strategies. Their engagement
with Governance Policy instruments is minimal, indicating
early steps toward establishing Al governance structures. The
lack of specific Al-related Guidance and Regulations Policy
instruments in these countries, presents considerable
challenges. This shortfall implies that Al technologies may not
be developed or employed following the requisite ethical and
legal standards, posing risks to responsible and ethical Al
deployment.

Almost half of the EU Countries are at the Developing
level, including Austria, Belgium, Greece, Hungary, Ireland,
Italy, Latvia, Lithuania, Luxembourg, Malta, Netherlands,
Poland, Romania, and Sweden, demonstrating a proactive
approach to Al policy implementation. These Member States
have adopted essential Governance Policy instruments,
integrated Al use in the public sector, and established some
level of Al-related Guidance and Regulations Policy
instruments. They actively engage in “Public consultations of
stakeholders or experts”, reflecting an inclusive approach to
Al policymaking.

Moving to the Moderate level, Chez Republic, Estonia,
Finland, Germany, Portugal, and Slovenia showcase
significant advancement in Al policy maturity. They have not
only adopted most Governance Policy instruments but also
enacted comprehensive Al-related regulations. This dual
approach reflects a robust commitment to overseeing Al
responsible development and deployment. These Member
States have established “National Strategies Agendas and
Plans” that guide their Al initiatives, ensuring ethical
standards and accountability.

The Leading countries, France, and Spain, demonstrate the
highest degree of AI policy maturity within the EU,
integrating a comprehensive and proactive approach to Al
policy development. These countries have instituted robust
“Al Coordination and Monitoring Bodies”, integrated Al into
public sector operations, and provided a clear roadmap for
alignment with ethical standards and public accountability.

Spain’s comprehensive approach to Al governance is
marked by several strategic initiatives and structures,
particularly important for establishing a National Supervisory
Authority for Al.  The Spanish Agency for Artificial
Intelligence (AEI) is a regulatory body that monitors Al
development and ensures compliance with ethical norms. The
agency's establishment highlights Spain's proactive stance in
integrating ethics into its Al trajectory, fostering a robust
framework within which Al-driven innovations must operate.

While certain EU Member States like France and Spain
have exhibited comprehensive readiness and proactive
implementation of Al policies, others remain at the emerging
stages, with significant developments needed to establish
complete and effective Al policy frameworks. The disparities
in Al policy maturity across the EU underscore the need for a
unified and integrated approach to Al governance. For
countries at the Emerging and Developing levels, there is a
clear imperative to enhance their Al Governance Policy
instruments, ensuring the ethical deployment of Al
technologies.



Therefore, Leading and Moderate countries are well-
positioned to assume the AIA's regulatory responsibilities,
others may struggle due to less strategic focus on Al policy
formulation. This harmonization is not merely about
consolidating various policies but also formalizing
governance infrastructures that will facilitate the rigorous
testing and validation of Al technologies, ensuring their
alignment with future ethical and operational standards
indicated in AIA.

Moreover, as the upcoming EU regulation on the use of Al
systems is complex and stipulates many demanding
obligations, preparing organizations for regulatory
requirements is inevitable [8], [43]. Taking a proactive role,
like in Spain, building the required competencies and
formalized governance structure early on, and establishing a
strong Al policy framework can not only ensure legal
compliance but also generate business value.

The EU, as a collective, stands with disparities in readiness
presenting potential obstacles to the unified implementation of
the AIA. To navigate this, there will need to be a concerted
effort at the EU level to strengthen the governance capacities
of less-prepared Member States and foster greater
harmonization in regulatory approaches. This is essential to
ensure that the transformative potential of responsible and
ethical Al is utilized throughout the EU.

V.

Drawing from the literature, it is evident that the rapid
evolution of Al technologies requires a governance
framework that is both adaptive and comprehensive.
However, the Al Policy Maturity Model highlighted
significant disparities in Al national policies across the EU.
While countries like France and Spain demonstrate advanced
stages of Al policy maturity, others show limited progress.
The current EU landscape, reveals a certain degree of
fragmentation among the policies implemented, suggesting
that while individual efforts are commendable, there is a
discernible lack of a unified approach.

CONCLUSION

This fragmentation among Member States precipitates a
fragmented digital marketplace, creating barriers to entry for
Al enterprises. This heterogeneity can lead to significant
disparities in how Al technologies are developed, deployed,
and regulated, creating uneven competitive conditions, and
impacting the overall efficiency and innovation capacity of the
EU. A fragmented landscape may result in supply chain
inefficiencies, as companies navigate variable regulatory
compliance requirements across borders, thereby hindering
the global competitiveness of EU-based Al firms.

Understanding the economic implications of a fragmented
landscape of Al policies and varying levels of AIA
enforcement across the European Digital Market is
fundamental. Future research can identify specific areas where
policy fragmentation is most detrimental to the economic
growth and competitiveness of the EU. Through addressing
the economic implications of fragmented Al policies and
varying AIA enforcement levels, the EU can better position
itself, fostering an environment that promotes innovation,
economic growth, and sustainable development within its Al
sector.

The Al Policy Maturity Model proposed here can provide
a structured framework for understanding the state of Al
governance within the EU. Given the continuous evolution of
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Al and its increasing integration across various sectors, the
importance of robust, well-harmonized Al governance
frameworks is paramount.

REFERENCES

L. Floridi, “Establishing the rules for building trustworthy AI” Nature
Machine Intelligence 2019 1:6, vol. 1, no. 6, pp. 261-262, May 2019, doi:
10.1038/542256-019-0055-y.

J. Bessen, S. M. Impink, and R. Seamans, “The Cost of Ethical Al
Development for Al Startups,” AIES 2022 - Proceedings of the 2022
AAAI/ACM Conference on Al, Ethics, and Society, pp. 92-106, Jul. 2022,
doi: 10.1145/3514094.3534195.

S. Avin et al., “Filling gaps in trustworthy development of Al” Science
(1979), vol. 374, no. 6573, pp. 1327-1329, Dec. 2021, doi:
10.1126/SCIENCE.ABI7176.

P. Aghion, B. F. Jones, and C. I. Jones, “Atrtificial intelligence and economic
growth,” in The economics of artificial intelligence: An agenda, A. Agrawal,
J. Gans, and A. Goldbarf, Eds., Chicago, USA: National Bureau of
Economic Research, Inc., 2019, pp. 237-282.

A. Agrawal, J. S. Gans, and A. Goldbarf, “What to Expect From Artificial
Intelligence,” Sloan Manage Rev, vol. 58, no. 3, pp. 22-27, Feb. 2017,
Accessed: May 16, 2023. [Online]. Available:
https://sloanreview.mit.edu/article/what-to-expect-from-artificial-
intelligence/

A. Agrawal, J. S. Gans, and A. Goldfarb, “Exploring the impact of artificial
Intelligence: Prediction versus judgment,” Information Economics and
Policy, vol. 47, X 1-6, Jun. 2019, doi:
10.1016/J.INFOECOPOL.2019.05.001.
D. Autor, D. A. Mindell, and E. B. Reynolds, “The Work of the Future,”
The Work of the Future, Jan. 2022, doi:
10.7551/MITPRESS/14109.001.0001.

European Commission, “The Artificial Intelligence Act,” 2022. Accessed:
Jan. 17, 2023. [Online]. Available: https://artificialintelligenceact.eu/the-
act/

M. Ebers, “Standardizing Al - The Case of the European Commission’s
Proposal for an Artificial Intelligence Act,” SSRN Electronic Journal, Aug.
2021, doi: 10.2139/SSRN.3900378.

“OECD DIGITAL ECONOMY PAPERS OECD FRAMEWORK FOR
THE CLASSIFICATION OF AI SYSTEMS,” 2022, Accessed: Oct. 28,
2023. [Online]. Available: www.oecd.ai/wips.

1. Hupont, M. Micheli, B. Delipetrev, E. Gomez, and J. S. Garrido,
“Documenting High-Risk AI: A European Regulatory Perspective,”
Computer (Long Beach Calif), vol. 56, no. 5, pp. 18-27, May 2023, doi:
10.1109/MC.2023.3235712.

J. Ruohonen and K. Hjerppe, “The GDPR enforcement fines at glance,” Inf’
Syst, vol. 106, May 2022, doi: 10.1016/1.1S.2021.101876.

C. I. (Colin J. Bennett and C. D. Raab, The governance of privacy : policy
instruments in global perspective. Accessed: Oct. 28, 2023. [Online].
Available: https://www.routledge.com/The-Governance-of-Privacy-Policy-
Instruments-in-Global-Perspective/Bennett-Raab/p/book/9781138709980
O. Lynskey, “The foundations of EU data protection law,” p. 304, Accessed:
Oct. 28, 2023. [Online]. Available:
https://global.oup.com/academic/product/the-foundations-of-eu-data-
protection-law-9780198718239

J. K. G. Hopster, - Matthijs, and M. Maas, “The technology triad: disruptive
Al, regulatory gaps and value change,” Al and Ethics 2023, vol. 1, pp. 1—
19, Jun. 2023, doi: 10.1007/S43681-023-00305-5.

B. Eberlein, K. W. Abbott, J. Black, E. Meidinger, and S. Wood,
“Transnational business governance interactions: Conceptualization and
framework for analysis,” Regul Gov, vol. 8, no. 1, pp. 1-21, Mar. 2014, doi:
10.1111/REGO.12030.

S. Zuboff, “The age of surveillance capitalism : the fight for a human future
at the new frontier of power,” p. 691, Accessed: Oct. 29, 2023. [Online].
Auvailable:

https://books.google.com/books/about/The_Age_of Surveillance_Capitalis
m.html?hl=pt-PT&id=u3GmwgEACAAJ

K. W. Abbott and D. Snidal, “CHAPTER TWO. The Governance Triangle:
Regulatory Standards Institutions and the Shadow of the State,” The Politics
of  Global  Regulation,  pp.  44-88,  Dec. 2009, doi:
10.1515/9781400830732.44.

K. Thelen, “Historical institutionalism in comparative politics,” Annual
Review of Political Science, vol. 2, pp. 369-404, 1999, doi:
10.1146/ANNUREV.POLISCI.2.1.369.

P. Pierson, “Increasing Returns, Path Dependence, and the Study of
Politics,” American Political Science Review, vol. 94, no. 2, pp. 251-267,
Jun. 2000, doi: 10.2307/2586011.

Julia. Black, M. Lodge, and Mark. Thatcher, “Regulatory innovation: a
comparative analysis,” p. 230, 2005, Accessed: Oct. 29, 2023. [Online].
Available: https://www.e-elgar.com/shop/gbp/regulatory-innovation-
9781845422844 html

V. K. Aggarwal, “Institutional Designs for a Complex World : Bargaining,
Linkages, and Nesting”.

Y. N. Harari, “Reboot for the Al revolution,” Nature, vol. 550, no. 7676, pp.
324-327, Oct. 2017, doi: 10.1038/550324a.

(1]

[2]

[3]

[4]

[3]

[6]

[7]

[8]

[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]



[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

[36]

371

J. Zou and L. Schiebinger, “Al can be sexist and racist — it’s time to make
it fair,” Nature, vol. 559, no. 7714, pp. 324-326, Jul. 2018, doi:
10.1038/d41586-018-05707-8.

A. Jobin, M. Ienca, and E. Vayena, “The global landscape of Al ethics
guidelines,” Nature Machine Intelligence 2019 1:9, vol. 1, no. 9, pp. 389—
399, Sep. 2019, doi: 10.1038/542256-019-0088-2.

S. Russell, D. Dewey, and M. Tegmark, “Research Priorities for Robust and
Beneficial Artificial Intelligence,” A7 Mag, vol. 36, no. 4, pp. 105-114, Feb.
2016, doi: 10.1609/aimag.v36i4.2577.

M. Taddeo and L. Floridi, “How Al can be a force for good,” Science (1979),
vol. 361, mno. 6404, pp. 751-752, Aug. 2018, doi:
10.1126/SCIENCE.AAT5991/SUPPL_FILE/AAT5991-TADDEO-
SM.PDF.

M. Howlett, M. Ramesh, and A. Perl, “Introduction: Why Study Public
Policy,” Studying Public Policy: Policy Cicles and Policy Subsistems, vol.
2nd, pp. 3-16, 2009, Accessed: Oct. 29, 2023. [Online]. Available:
https://books.google.com/books/about/Studying_Public_Policy.html?hl=pt
-PT&id=911zPwAACAAJ

B. Bimber, “Karl Marx and the Three Faces of Technological Determinism,”
http://dx.doi.org/10.1177/030631290020002006, vol. 20, no. 2, pp. 333~
351, May 1990, doi: 10.1177/030631290020002006.

A. Taeihagh, M. Ramesh, and M. Howlett, “Assessing the regulatory
challenges of emerging disruptive technologies,” Regul Gov, vol. 15, no. 4,
pp- 1009-1019, Oct. 2021, doi: 10.1111/REGO.12392.

G. E. Marchant, “The Growing Gap Between Emerging Technologies and
the Law,” International Library of Ethics, Law and Technology, vol. 7, pp.
19-33, 2011, doi: 10.1007/978-94-007-1356-7_2/COVER.

S. Kuhlmann, P. Stegmaier, and K. Konrad, “The tentative governance of
emerging science and technology—A conceptual introduction,” Res Policy,
vol. 48, no. 5, pp- 1091-1097, Jun. 2019, doi:
10.1016/J.RESPOL.2019.01.006.

J. Bonnin Roca, P. Vaishnav, M. G. Morgan, J. Mendonga, and E. Fuchs,
“When risks cannot be seen: Regulating uncertainty in emerging
technologies,” Res Policy, vol. 46, no. 7, pp. 1215-1233, Sep. 2017, doi:
10.1016/j.respol.2017.05.010.

G. E. Marchant, B. R. Allenby, and J. R. Herkert, “The growing gap between
emerging technologies and legal-ethical oversight : the pacing problem,” p.
212,2011.

G. Capoccia and R. D. Kelemen, “The Study of Critical Junctures: Theory,
Narrative, and Counterfactuals in Historical Institutionalism,” World Polit,
vol. 59, no. 3, pp. 341-369, 2007, doi: 10.1017/S0043887100020852.

N. Goyal, M. Howlett, and A. Taeihagh, “Why and how does the regulation
of emerging technologies occur? Explaining the adoption of the EU General
Data Protection Regulation using the multiple streams framework,” Regul
Gov, vol. 15, no. 4, pp. 1020-1034, Oct. 2021, doi: 10.1111/REGO.12387.
P. A. David and G. S. Rothwell, “Standardization, diversity and learning:
Strategies for the coevolution of technology and industrial capacity,” Int J

1408

[38]

[39]

[40]

[41]

[42]

[43]

[44]

[45]

[46]

[47]

[48]

[49]

[50]

[51]

Ind Organ, vol. 14, no. 2, pp. 181-201, Jan. 1996, doi: 10.1016/0167-
7187(95)00475-0.

“The Economics of Harmonizing European Law,” The Economics of
Harmonizing European Law, Mar. 2002, doi: 10.4337/9781781950692.

G. Falkner, O. Treib, M. Hartlapp, and S. Leiber, “Complying with Europe:
EU harmonisation and soft law in the member states,” Complying with
Europe: EU Harmonisation and Soft Law in the Member States, pp. 1-418,
Jan. 2005, doi: 10.1017/CB0O9780511491931.

J. Mahoney, “Path dependence in historical sociology,” Theory Soc, vol. 29,
no. 4, pp. 507-548, 2000, doi: 10.1023/A:1007113830879/METRICS.

C. Ménard and M. M. Shirley, “The future of new institutional economics:
From early intuitions to a new paradigm?,” Journal of Institutional
Economics, vol. 17, no. 1, pp. 541-565, Jul. 2014, doi:
10.1017/8174413741400006X.

M. Ebers, “Standardizing Al - The Case of the European Commission’s
Proposal for an Artificial Intelligence Act,” SSRN Electronic Journal, Aug.
2021, doi: 10.2139/SSRN.3900378.

D. S. Schiff, J. Biddle, J. Borenstein, and K. Laas, “What’s Next for Al
Ethics, Policy, and Governance? A Global Overview”, doi:
10.31235/OSF.10/8JAZ4.

R. Wendler, “The maturity of maturity model research: A systematic
mapping study,” Inf Sofiw Technol, vol. 54, no. 12, pp. 1317-1339, Dec.
2012, doi: 10.1016/J.INFSOF.2012.07.007.

C. V. Weber, B. Curtis, and M. B. Chrissis, “Capability Maturity Model,
Version 1.1,” [EEE Sofiw, vol. 10, no. 4, pp. 18-27, 1993, doi:
10.1109/52.219617.

W. Chen, C. Liu, F. Xing, G. Peng, and X. Yang, “Establishment of a
maturity model to assess the development of industrial AI in smart
manufacturing,” Journal of Enterprise Information Management, vol. 35,
no. 3, pp. 701-728, Mar. 2022, doi: 10.1108/JEIM-10-2020-
0397/FULL/XML.

T. Schuster, L. Waidelich, and R. Volz, “Maturity Models for the
Assessment of Artificial Intelligence in Small and Medium-Sized
Enterprises,” Lecture Notes in Business Information Processing, vol. 429
LNBIP, pp. 22-36, 2021, doi: 10.1007/978-3-030-85893-3_2/COVER.

R. B. Sadiq, N. Safie, A. H. Abd Rahman, and S. Goudarzi, “Artificial
intelligence maturity model: A systematic literature review,” Peer.J Comput
Sci, vol. 7, pp. 1-27, Aug. 2021, doi: 10.7717/PEERJ-CS.661/TABLE-7.
“The OECD Artificial Intelligence Policy Observatory - OECD.AL”
Accessed: Dec. 13, 2023. [Online]. Available: https://oecd.ai/en/

R. Justo-Hanani, “The politics of Artificial Intelligence regulation and
governance reform in the European Union,” vol. 55, pp. 137-159, 2022, doi:
10.1007/s11077-022-09452-8.

G. Sharkov, C. Todorova, and & P. Varbanov, “Strategies, Policies, and
Standards in the EU Towards a Roadmap for Robust and Trustworthy Al
Certification,” vol. 50, no. 1, pp. 11-22, 2021, doi: 10.11610/isij.5030.



