Where to Move Next: Zero-shot Generalization of LLMs for Next POI Recommendation

Shanshan Feng\textsuperscript{1,2},†, Haoming Lyu\textsuperscript{3,†}, Fan Li\textsuperscript{4,*}, Zhu Sun\textsuperscript{1,2}, Caishun Chen\textsuperscript{1,2}
\textsuperscript{1}Centre for Frontier AI Research, A*STAR, Singapore;
\textsuperscript{2}Institute of High Performance Computing, A*STAR, Singapore;
\textsuperscript{3}Nanyang Technological University, Singapore;
\textsuperscript{4}Hong Kong Polytechnic University, Hong Kong, China
\textsuperscript{†}Corresponding author.

Abstract—Next Point-of-interest (POI) recommendation provides valuable suggestions for users to explore their surrounding environment. Existing studies rely on building recommendation models from large-scale users’ check-in data, which is task-specific and needs extensive computational resources. Recently, the pretrained large language models (LLMs) have achieved significant advancements in various NLP tasks and have also been investigated for recommendation scenarios. However, the generalization abilities of LLMs still are unexplored to address the next POI recommendations, where users’ geographical movement patterns should be extracted. Although there are studies that leverage LLMs for next-item recommendations, they fail to consider the geographical influence and sequential transitions. Hence, they cannot effectively solve the next POI recommendation task. To this end, we design novel prompting strategies and conduct empirical studies to assess the capability of LLMs, e.g., ChatGPT, for predicting a user’s next check-in. Specifically, we consider several essential factors in human movement behaviors, including user geographical preference, spatial distance, and sequential transitions, and formulate the recommendation task as a ranking problem. Through extensive experiments on two widely used real-world datasets, we derive several key findings. Empirical evaluations demonstrate that LLMs have promising zero-shot recommendation abilities and can provide accurate and reasonable predictions. We also reveal that LLMs cannot accurately comprehend geographical context information and are sensitive to the order of presentation of candidate POIs, which shows the limitations of LLMs and necessitates further research on robust human mobility reasoning mechanisms.

Index Terms—LLMs, Next POI Recommendation, Zero-shot, Spatial-Temporal Data

I. INTRODUCTION

Recent years have witnessed the rapid development of location-based social networks (LBSNs) such as Foursquare and Facebook Places, where users can share their geographical positions by checking in points of interest (POI) on social networks. POIs usually denote the specific geographical locations that some users might find useful or interesting, such as coffee shops and libraries. Based on the check-in records, we can learn the user’s mobility movement patterns and further recommend appropriate POIs for users to visit. The POI recommendation task [1] is of great value in real-world scenarios, as it can help users to better explore their surroundings, attract potential consumers for business holders, and increase the revenue of service platforms.

Compared with conventional POI recommendation tasks, the next POI recommendation task [2] focuses specifically on predicting the user’s next likely visit, which is more challenging. As presented in Figure 1, given a user’s check-in trajectory \(\{t_1,t_2,t_3,t_4\}\), it aims to recommend the next location to visit. The next POI recommendation problem has attracted extensive research interest and various recommendation models have been developed [3–8]. However, existing methods need construct and train recommendation models from large-scale users’ check-in data, which consumes extensive computational resources. In addition, these recommendation methods are task-specific and lack generalization capability. In this work, we examine the next POI recommendation task from another perspective. Instead of training a task-specific recommendation model, we attempt to leverage the general-purpose pretrained large language models for generating sequential POI suggestions, which has not been explored before.

![Fig. 1. An example of the next POI recommendation task. Each POI is associated with geographical coordinates and category information. Given the recent trajectory, e.g., \(\{t_1,t_2,t_3,t_4\}\), it aims to predict POIs to visit subsequently.](image)

LLMs not only have achieved remarkable results in various natural language processing tasks, but also have shown impressive performance in many domains. First, the geographical information can be extracted from the pretrained LLMs and further used for spatial-temporal studies. For example, Manvi \textit{et al.} [9] prove that LLMs embed remarkable spatial information, and Gurnee \textit{et al.} [10] find that LLMs learn
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linear representations of space and time across multiple scales. Roberts et al. [11] examine the degree to which GPT-4 acquires factual geographical knowledge and interpretative reasoning. Second, LLMs have been used for analyzing user mobility behaviors and spatial trajectory patterns [12]–[14]. However, these preliminary studies do not fully consider the geographical correlations and focus on different targets, e.g., anomaly trajectory detection and public event prediction, which are dissimilar to our work. Last, several LLM-based next-item methods [15]–[18] have been proposed and obtained promising zero-shot sequential recommendation performance on movie and E-commerce dataset, etc. Current solutions, unfortunately, fall short of capturing crucial aspects for next-Point of Interest (POI) recommendation tasks, specifically the geographical correlations and sequential transitions. Consequently, there is a pressing need to explore effective strategies for leveraging LLMs to address personalized user mobility recommendations.

This study investigates the application of pretrained LLMs in modeling human check-in trajectory data. Utilizing LLMs for this purpose presents a non-trivial challenge, as LLMs are inherently designed and optimized for language processing, making direct usage impractical for location prediction. To overcome this limitation, we introduce a novel framework named LLMmove, aiming to seamlessly integrate human movement prediction with language modeling. One of the key differences between next POI recommendation and the next-item recommendation [15]–[18] is the geographical correlations in user movements since users tend to visit close locations rather than far away places. This assumption is consistent with Tobler’s first law of geography, “Everything is related to everything else, but near things are more related than distant things”, which is the fundamental assumption used in spatial analysis. Specifically, we present the check-in data into long-term check-ins and recent check-ins, which reflects the user’s long-term spatial preference and the current spatial preference, respectively. For each POI in the candidate set, we calculate its geographical distance from the user’s current position (indicated by the last check-in). Here, we incorporate four important factors for the next POI recommendation: long-term preference, current preference, geospatial distance, and potential sequential transitions. Then, by considering these requirements, LLMs are instructed to recommend Top-K POIs and provide explanations for the returned recommendations.

We conduct extensive experiments on two widely used real-world datasets for next POI recommender systems, which yield several significant insights. Our empirical evaluations showcase the promising zero-shot recommendation capabilities of LLMs, providing relatively accurate and reasonable predictions. However, it becomes evident that LLMs struggle with accurately grasping geographical context information and exhibit sensitivity to the order in which candidate POIs are presented. These limitations underscore the need for further research to develop robust human mobility reasoning mechanisms in conjunction with LLMs.

The contributions of this work are summarized as follows:

- We investigate a novel research task, which explores the zero-shot generalization of LLMs to address the next POI recommendation. To the best of our knowledge, this is the first work to utilize the LLMs for POI recommendations.
- We develop a novel prompting framework, namely LLM-move, to incorporate various factors for sequential POI recommendation, including user spatial preferences, geographical distances, and sequential transitions.
- We conduct extensive experiments on two real-world datasets and derive several findings. The empirical results demonstrate the effectiveness of the proposed framework. The datasets and codes are available at https://github.com/LLMMove/LLMMove.

II. RELATED WORK

A. Next-POI Recommendation

As an important human mobility mining task, the next-POI recommendation problem captures the users’ complex personalized check-in behaviors, where various factors play essential roles including individual interests, continuous movement patterns, and spatial-temporal influence, etc. Recently, the next POI recommendation has attracted extensive research interests and a large variety of approaches have been developed [4]–[8], [19]–[21]. However, existing approaches require constructing and training recommendation models using extensive users’ check-in data, demanding significant computational resources. Moreover, these task-specific recommendation models fall short in providing zero-shot POI recommendations for users. Different from them, this work aims to generate the next POI suggestions without the need for task-specific training, a direction not previously explored.

B. LLM-Based Recommender Systems

Very recently, the LLMs have been exploited for the recommendation tasks [22]. Although LLMs are not specifically designed for capturing user-item interactions, their proficiency in understanding textual information and robust generative capabilities, including providing explanations and justifications, holds significant promise for improving recommendations. An illustrative example is the generative GPT4Rec framework proposed in [23], which treats the recommendation task as a query generation and searching procedure.


1We also explore many strategies to use ChatGPT to directly compute the spatial distances based on the POIs’ coordinates, but cannot obtain accurate results. Hence, we calculate the distances and utilize them as input.
Dai et al. [18] combine ChatGPT with information retrieval for improved recommendation capabilities. However, these prompt-based methods lack consideration for geographical information, hindering their effectiveness in solving the next POI recommendation task.

C. LLMs for User Mobility Patterns

The exploration of leveraging pre-trained models for modeling geographical spatial data has garnered increasing research attention. Two main approaches emerge: training geospatial pre-trained models and utilizing open-accessible Large Language Models (LLMs) for geospatial tasks. Mai et al. [25] and Balsebre et al. [26] focus on geospatial foundation models. Based on the open-sourced LLaMA model, Deng et al. [27] develop a foundation language model for understanding and utilizing geoscience knowledge. For open-accessible LLMs, studies like [11], [28], [29] explore tasks like population description, economic livelihood measurement, and route planning. [9] and [10] highlight that LLMs capture spatial information and acquire coherent knowledge about space and time.

Approaches like [12]–[14] employ pre-trained LLMs for various mobility prediction tasks, such as anomaly detection using LLMs [13], predicting travel demand under public events [14]. It’s worth mentioning that [12] introduces the LLM-Mob framework, utilizing accessible LLMs for learning mobility data. While it accounts for both long-term and short-term dependencies, its primary focus is on incorporating mobility data. For open-science LLMs, the workflow of the designed LLMmove framework and the corresponding prompts.

IV. METHODOLOGY

Our study empowers Large Language Models (LLMs) for zero-shot next Point of Interest (POI) recommendations using a multi-step prompting strategy, namely LLMmove, as depicted in Figure 3. This LLMmove framework guides LLMs through three phases. Initially, it preprocesses data and incorporates background knowledge as input. Subsequently, it instructs the LLM to weigh four key factors: long-term and current user preferences, geographical distance, and sequential transitions. Finally, the LLM generates top-k POI recommendations with accompanying explanations.

A. Construction of Input Data

For personalized next POI recommendations, we leverage two types of user trajectory data: long-term check-ins capturing broader preferences and recent check-ins reflecting immediate interests. Additionally, we factor in the geographical distance of candidate POIs from the user’s current location, recognizing its impact on travel behavior. These elements feed into the LLM, enabling it to suggest relevant and timely locations for each user.

B. Statement of Requirements

When analyzing user mobility behaviors, four key factors demand consideration. The first is long-term check-ins, offering insights into user preferences. The second, recent check-ins, mirror current contextual preferences. Thirdly, distance plays a role, as users tend to favor nearby Points of Interest (POI). Additionally, we delve into sequential transition patterns, exploring the flow between continuous categories in users’ long-term check-ins.

C. Recommendation and Explanation

In this stage, we guide the next POI recommendation along with reasons for the suggestion. Leveraging background knowledge, including both long-term and recent check-ins, and considering the candidate side, the LLM is instructed to incorporate the four requirements into the user.
movement suggestion. Given the conditions and requirements, the LLM produces recommendations and explanations.

V. EXPERIMENTS

A. Experimental Setup

1) Datasets: To assess the efficacy of leveraging LLMs for next-POI recommendation, we employ two widely-used datasets: NYC [30] and TKY [30], following the experimental setting of [8]. Both the NYC and TKY datasets were collected from the Foursquare from April 2012 to February 2013, constituting location-based social network check-in records. NYC denotes the check-in data in New York City, while TKY covers the check-in data from Tokyo. Each check-in record includes the user, POI, POI category, geographical coordinates, and timestamp. The check-in records are organized in chronological order, with the first 80% serving as the training set, the subsequent 10% as the validation set, and the last 10% as the test set. The statistics of check-in datasets are reported in Table 1. Here, #Test-Traj denotes the number of trajectories in test cases. For a given test trajectory \( \text{Traj} = \{l_1, l_2, \ldots, l_k\} \), we utilize the first \( k - 1 \) check-ins as the recent context, and the last visited POI \( l_k \) is considered as the ground truth POI. In each test case, the candidate set comprises the ground truth POI and 100 randomly sampled POIs, following a common practice in recommendation evaluation [31].

It’s noteworthy that historical records in the training set are exclusively used to reflect users’ long-term preferences. Instead of constructing sequential POI recommendation models, as in existing studies, we directly employ LLMs to perform zero-shot POI recommendations for users’ next moves.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Users</th>
<th>#POIs</th>
<th>#Category</th>
<th>#Checkins</th>
<th>#Test-Traj</th>
</tr>
</thead>
<tbody>
<tr>
<td>NYC</td>
<td>1,048</td>
<td>4,391</td>
<td>318</td>
<td>103,941</td>
<td>1,364</td>
</tr>
<tr>
<td>TKY</td>
<td>2,282</td>
<td>7,833</td>
<td>290</td>
<td>402,000</td>
<td>4,110</td>
</tr>
</tbody>
</table>

2) Evaluated Methods: We assess the performance of the following approaches:

- **Popu**: This method selects the most popular POIs, i.e., the frequently visited locations by users.

- **Dist**: This approach directly chooses the nearest locations, i.e., the locations with the shortest distance.

- **CZSR** [16]: It develops a set of prompts for different recommendation scenarios, and we choose the zero-shot sequential recommendation prompt as the compared baseline in this work.

- **LLMRank** [17]: LLMRank regards the recommendation task as a ranking task, where historical interactions serve as conditions, and LLMs are instructed to rank a set of candidates. We choose the recency-focused prompting to incorporate recent check-in information.

- **ListRank** [18]: It boosts the LLM’s recommendation capabilities by ranking policies. We use the list-wise ranking policy as the compared recommendation baseline.

- **LLMMob** [12]: It leverages LLMs to analyze human mobility data by considering both long-term and short-term dependencies. By incorporating the temporal information, it aims at solving the time-aware mobility prediction.

- **LLMMobi-Time** [12]: To make a fair comparison with other baselines, it removes the temporal information in the LLMMob framework.

- **LLMMobi(+Geo)**: It extends the LLMMob approach [12] by additionally considering geographical influence, which is the same with the setting of LLMMove.

- **LLMMove**: LLMMove extracts user preferences, geographical influence, and sequential transitions, which constitute our proposed prompting strategy.

For all the evaluated LLM-based methods, we use the gpt-3.5-turbo as the default LLM for a fair comparison.

3) Evaluation Metrics: Consistent with prior studies on POI recommendation [5], [8], we employ two widely used performance evaluation metrics: Top-K accuracy rates (Acc@K) and Mean Reciprocal Rank (MRR). Acc@k assesses whether the ground truth POI is present in the Top-K recommended list, while MRR considers the ranking position of the ground truth in the sorted recommended list. Given the \( n \) test cases, Acc@k and MRR are defined as:

\[
\text{Acc@}k = \frac{1}{n} \sum_{i=1}^{n} \text{hits}(\text{rank}_{gt} \leq k), \quad \text{MRR} = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{\text{rank}_{gt}}. \tag{1}
\]

The function \( \text{hits}() \) is an indicator: it returns 1 if the condition is true, and 0 otherwise. \( \text{rank}_{gt} \) represents the rank of the ground truth next POI in the recommended list.

B. Next-POI Recommendation Results

The empirical results for next-POI recommendation are presented in Table II. The observations are as follows: (1) Popu demonstrates satisfactory performance, suggesting users’ inclination towards popular places. (2) Dist shows promising results, surpassing existing sequential zero-shot recommendation methods significantly. This underscores the crucial role of geographical influence in the next POI recommendations. (3) Applying existing sequential zero-shot methods (CSR, LLMRank, ListRank) for predicting users’ next movements is unfeasible, as they lack geospatial consideration. (4) LLMMob achieves relatively higher scores on both datasets, indicating its effectiveness in modeling user mobility data. By comparing the three variants of LLMMob, we can learn that both temporal and spatial information are beneficial for predicting future movements. (5) The proposed LLMMove attains the best performance, highlighting the advantages of the prompting strategy. Different from other baselines, it can make full use of geographical distance and sequential transition patterns. In particular, LLMMove outperforms the LLMMob(+Geo)by effectively leveraging spatial distance and personalized sequential patterns in user check-in behaviors. Overall, the proposed LLMMove excels in the next POI recommendation, showcasing its efficacy in harnessing LLM capabilities and learning user movement trajectories.

2 https://github.com/ant-research/Spatio-Temporal-Hypergraph-Model
Table II: The experimental results of next-POI recommendation on real-world datasets.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Acc@1</th>
<th>Acc@5</th>
<th>Acc@10</th>
<th>MRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>NYC</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Popu</td>
<td>0.6300</td>
<td>0.6200</td>
<td>0.3500</td>
<td>0.3180</td>
</tr>
<tr>
<td>Dist</td>
<td>0.6400</td>
<td>0.6500</td>
<td>0.3800</td>
<td>0.3340</td>
</tr>
<tr>
<td>CZSR</td>
<td>0.6100</td>
<td>0.6000</td>
<td>0.3400</td>
<td>0.3020</td>
</tr>
<tr>
<td>LLMRank</td>
<td>0.5000</td>
<td>0.5100</td>
<td>0.3600</td>
<td>0.3300</td>
</tr>
<tr>
<td>ListRank</td>
<td>0.4800</td>
<td>0.4900</td>
<td>0.3500</td>
<td>0.3200</td>
</tr>
<tr>
<td>LLMMove</td>
<td>0.5200</td>
<td>0.5300</td>
<td>0.3500</td>
<td>0.3400</td>
</tr>
<tr>
<td>LLMMove+Geo</td>
<td>0.5400</td>
<td>0.5500</td>
<td>0.3600</td>
<td>0.3500</td>
</tr>
<tr>
<td>LLMMove迭时</td>
<td>0.5600</td>
<td>0.5700</td>
<td>0.3700</td>
<td>0.3600</td>
</tr>
<tr>
<td>LLMMove迭时 +Geo</td>
<td>0.5800</td>
<td>0.5900</td>
<td>0.3800</td>
<td>0.3700</td>
</tr>
<tr>
<td>LLMMove迭时 +Rand</td>
<td>0.6000</td>
<td>0.6100</td>
<td>0.3900</td>
<td>0.3800</td>
</tr>
<tr>
<td>LLMMove迭时 +Freq-asc</td>
<td>0.6200</td>
<td>0.6300</td>
<td>0.4000</td>
<td>0.3900</td>
</tr>
<tr>
<td>LLMMove迭时 +Freq-desc</td>
<td>0.6400</td>
<td>0.6500</td>
<td>0.4100</td>
<td>0.4000</td>
</tr>
<tr>
<td>LLMMove迭时 +Rand +Geo</td>
<td>0.6600</td>
<td>0.6700</td>
<td>0.4200</td>
<td>0.4100</td>
</tr>
</tbody>
</table>

Table III: The ablation studies of LLMMove on the NYC dataset.

<table>
<thead>
<tr>
<th>Variants</th>
<th>Acc@1</th>
<th>Acc@5</th>
<th>Acc@10</th>
<th>MRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>LLMMove</td>
<td>0.5200</td>
<td>0.5300</td>
<td>0.5400</td>
<td>0.5500</td>
</tr>
<tr>
<td>-LP</td>
<td>0.4900</td>
<td>0.5000</td>
<td>0.5100</td>
<td>0.5200</td>
</tr>
<tr>
<td>-RP</td>
<td>0.5100</td>
<td>0.5200</td>
<td>0.5300</td>
<td>0.5400</td>
</tr>
<tr>
<td>-Geo</td>
<td>0.4800</td>
<td>0.4900</td>
<td>0.5000</td>
<td>0.5100</td>
</tr>
<tr>
<td>-Seq</td>
<td>0.5200</td>
<td>0.5300</td>
<td>0.5400</td>
<td>0.5500</td>
</tr>
</tbody>
</table>

Table IV: The impact of the order of candidate POI on the NYC dataset.

<table>
<thead>
<tr>
<th>Order</th>
<th>Acc@1</th>
<th>Acc@5</th>
<th>Acc@10</th>
<th>MRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Dist-asc</td>
<td>0.5200</td>
<td>0.5300</td>
<td>0.5400</td>
<td>0.5500</td>
</tr>
<tr>
<td>(b) Dist-desc</td>
<td>0.2000</td>
<td>0.3000</td>
<td>0.4000</td>
<td>0.5000</td>
</tr>
<tr>
<td>(c) Rand</td>
<td>0.3200</td>
<td>0.4500</td>
<td>0.5100</td>
<td>0.5200</td>
</tr>
<tr>
<td>(d) Freq-asc</td>
<td>0.3600</td>
<td>0.4450</td>
<td>0.4950</td>
<td>0.5000</td>
</tr>
<tr>
<td>(e) Freq-desc</td>
<td>0.4400</td>
<td>0.5400</td>
<td>0.6400</td>
<td>0.4900</td>
</tr>
</tbody>
</table>

C. Ablation Studies

We conduct ablation studies to examine the impacts of different factors: long-term preference (LP), recent preference (RP), geographical influence (Geo), and sequential transition (Seq). The empirical results are presented in Table III, yielding the following observations: (1) The considerable performance gap between LLMMove-LP and LLMMove indicates the importance of long-term preference. (2) LLMMove-RP shows results close to LLMMove, indicating that current preference might not be significantly influential in LLMs. Despite the acknowledged relevance of a user’s current interest in POI recommendations, the LLMs may struggle to fully utilize this factor in zero-shot scenarios, lacking collaborative information from other users. (3) LLMMove-Geo exhibits the lowest performance, underscoring the essential role of geographical distance in next POI recommendations. (4) LLMMove-Seq attains results similar to LLMMove. Although it shows slightly better results on Acc@1, its performance is inferior on Acc@5, Acc@10, and MRR. The relatively lower scores of Acc@5 and Acc@10 imply that, without explicitly considering this requirement, LLM may overlook potential POIs associated with sequential transitions.

Moreover, we made an interesting observation: the order of the candidate set significantly affects the recommendation performance. To explore this impact, we compared several ways to present the candidate POIs: (a) sorted by their distances in ascending order (Dist-asc); (b) sorted by their distances in descending order (Dist-desc); (c) random sort (Rand); (d) sorted by their category frequencies in ascending order (Freq-asc); (e) sorted by their category frequencies in descending order (Freq-desc). The results are reported in Table IV. Notably, presenting POIs with higher probabilities (e.g., shorter distance or higher popularity) at the beginning of the candidate set leads to remarkable improvement. For example, the performance of Dist-asc is significantly better than Rand and Dist-desc. This improvement could be attributed to the LLM’s limited capability to handle a large number of candidates. As an empirical choice, we adopt the Dist-asc ordering to present POI candidates in our work.

D. Case Studies

To develop an intuitive understanding of LLMMove’s reasoning ability and interpretability, we select and analyze some example results from the NYC dataset, as shown in Table V. Case 1 and case 2 demonstrate that LLMMove can deliver accurate recommendations accompanied by plausible reasons. These reasons align with the given requirements, showcasing the model’s ability to reflect the specified factors for recommendations. However, LLMMove fails to give reasonable recommendations sometimes. From Case 3, we can observe that LLMMove points out the user’s frequently visited POI ‘1823’ (Bar) twice, which may be attributed to limited categories in the data. Additionally, when faced with insufficient sequential transitions, LLM may struggle to make accurate predictions.

VI. Conclusion

In this study, we concentrate on harnessing the capabilities of Large Language Models (LLMs) for the zero-shot next POI recommendation task. Our approach considers both the users’ long-term preferences and current preferences, as well as geographical spatial distance and sequential transitions in user mobility behaviors. To integrate these factors, we introduce a novel prompt strategy aimed at generating top-K subsequent POI recommendations along with the rationale for suggestions. Extensive experiments conducted on two real-world datasets demonstrate that our proposed method significantly outperforms existing LLM-based baselines, showcasing its effectiveness in the next POI recommendation. However, our findings highlight potential challenges in spatial reasoning and understanding geographical information, emphasizing the need for future work.
for future research to enhance the performance of generative POI recommendations.
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